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Intramers and Aptamers: Applications in
Protein-Function Analyses and Potential for
Drug Screening
Michael Famulok* and G�nter Mayer[a]


1. Introduction


During the past decade, the complete genomes of more than
140 different organisms have been sequenced and made avail-
able in databases.[1–4] These databases provide extremely
useful collections of organised, validated data, which are indis-
pensable for genomics and proteomics research and the drug-
discovery process. Differential analyses of pathogenic and
healthy states of organisms and/or isolated cells provide a pic-
ture of genes and gene products that are related to, or actually
responsible for, defined diseases. The challenge today is to un-
derstand in detail the function and interplay of the numerous
proteins in different organisms, tissues, cell types and con-
glomerate protein complexes.


Among the most effective ways to study the function of a
given protein in the context of the living cell or organism is
the application of a small-molecule drug that exhibits high
specificity, affinity and inhibitory activity for the protein under
investigation. However, because such inhibitors are available
only for a minority of the estimated total number of proteins
of higher vertebrate organisms,[5, 6] protein function is most
commonly studied by loss-of-function phenotypic analysis.


2. Loss-of-Function Phenotypic Analyses at the
mRNA Level


Most traditional approaches for this purpose usually rely on
observation of phenotypic alterations of a cell or organism as
a consequence of alteration of its genetic information. In gen-
eral, this is achieved either by transgenic knockout technolo-
gies[7] or by dominant negative expression of a protein or a
mutant derivative. However, genome manipulation is a time-
consuming and expensive approach, requiring invasive inter-
vention.


A less laborious alternative is to gain functional information
by targeted mRNA destruction of the gene of interest
(Figure 1). This can be achieved, for example, by antisense oli-
godeoxynucleotides (ODNs)[8]—ssDNA—or chemically modified
oligonucleotides[9] with nucleotide sequences that are comple-
mentary to the mRNA to allow sequence-specific hybridisation.
Protein production is then blocked either by inhibition of ribo-
some scanning of the mRNA or by activation of endogenous
RNase H, which recognises these heteroduplexes and hydroly-
ses the mRNA part (Figure 1 b). Problems associated with the
antisense approach are that many ODNs often exhibit an intol-
erable degree of toxicity and that their target sequences on
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Figure 1. Mechanisms of phenotypic knock-down at the level of mRNA stability
or by direct inhibition of the protein. a) The siRNA processing machinery. A
longer double-stranded RNA molecule is processed by dicer into short interfer-
ing RNAs (siRNAs) of 21–23 nucleotides in length. siRNAs are bound by proteins
of the RNA-induced silencing complex (RISC). The RISC–siRNA complex directs
the antisense strand of the bound siRNA to a region on the target mRNA that
is exactly complementary, inducing destruction of the mRNA target and pre-
venting the target protein from being made. b) Major mechanism of mRNA
degradation by antisense oligodeoxynucleotides (ODNs). The ODN hybridises
to its target sequence on the mRNA, which is cleaved by endogenous RNase H.
c) Schematic for mRNA cleavage by intracellular ribozymes or deoxyribozymes
(DNAzymes). d) Direct inhibition of the target protein by intramers or by small
molecules.
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mRNAs may be inaccessible due to bound proteins or because
the mRNA is engaged in higher-order structures[10]


Other options employed for similar purposes are intracellular
ribozymes[11, 12] or DNAzymes.[13–15] Unlike ODNs, ribozymes
have the advantage of cleaving the target mRNA with multiple
turnover, while their mechanism of recognition of their target
mRNA sequence also operates through simple Watson–Crick
pairing (Figure 1 c). As enzymes that cleave phosphodiester
bonds they are independent of the host-cell’s endogenous
RNase activity. Several examples have shown that intracellularly
expressed ribozymes can efficiently down-regulate the expres-
sion of proteins; they have been extensively reviewed else-
where.[11, 12, 16–20] With regard to cleavage-site selection, ribo-
zymes and DNAzymes face similar problems to ODNs, and
some impressive endeavours have been successfully undertak-
en to overcome these obstacles.[21–23]


In the past few years, another extremely versatile method
for silencing genes on the mRNA level has become available,
in the form of short interfering RNAs (siRNAs). siRNAs are RNA
double strands of 21–22 nucleotides in length that can down-
regulate the expression of eukaryotic genes with complemen-
tary sequences by utilising the RNA-induced silencing complex
(RISC) protein components of the RNA interference (RNAi) ma-
chinery (Figure 1 a).[24] Short interfering RNAs have emerged as
a powerful laboratory tool for knocking down gene expression
in various cells and organisms, because their design is simple
and because they can be easily obtained by standard RNA syn-
thesis, thus allowing straightforward analysis of biological func-
tions of specific genes. Their application potential is wide and,
like intracellular ribozymes, siRNAs can be endogenously ex-
pressed in a variety of cells, as summarised in several review
articles.[20, 25–31]


3. Analysis of Protein Function with Inhibitors


While all these approaches have proved invaluable as tools for
functional genomics, they share certain disadvantages associat-
ed with the alteration of the amount of an expressed protein
in the context of its natural functional network in a cell, tissue
or organism. Alteration of the genetic information of an organ-
ism often has secondary effects on the expression pattern of
other genes in a somewhat unpredictable fashion. Also,
siRNAs, useful and versatile as they are, sometimes only give
partial knock-down of their target protein or can result in the
undesired induction of interferon response,[32] which may
hamper an unbiased analysis of gene function.


Specific modulation of gene function at the protein level is
therefore still highly desirable. The post-genomics era and the
need to develop novel pharmaceuticals have created a grow-
ing demand for specific ligands and inhibitors that will act di-
rectly on the protein or a defined protein subdomain without
altering the genetic or mRNA status of an organism (Fig-
ure 1 d).[33–38] Direct inhibition of a protein allows immediate in-
sight into questions such as drugability, or the functional role
of sub-domains or post-translational modifications. The analy-
sis of gene function on the protein level requires direct recog-
nition and inhibition of protein targets by inhibitory molecules


that need to fulfil certain criteria : they should be routinely ob-
tainable and applicable independent of the target, and act at
low concentrations, with high specificity and in an intracellular
context. A class of molecules that fulfils these requirements is
nucleic acid ligands, or aptamers.


Aptamers are short, single-stranded oligonucleotides that
fold into distinct three-dimensional structures capable of bind-
ing their targets with high affinity and specificity, basically
mediated by complementary shape interactions.[39–44] They can
be isolated from vast combinatorial sequence libraries by
SELEX (systematic evolution of ligands by exponential enrich-
ment), an in vitro selection process.[45, 46] The SELEX method
has been applied to many different targets ranging from small
organic molecules[47] to large proteins[43] and even viruses[48, 49]


or parasites.[50] Moreover, in most cases aptamers not only bind
their cognate protein but also efficiently inhibit its function.
Thus, aptamers represent an interesting compound class that
can be easily obtained and used for assessing the function of a
defined protein target. In fact, owing to the increasing
demand for protein inhibitors in the post-genome era, selec-
tion routines compatible with automation have been establish-
ed that allow highly parallel aptamer selections to several tar-
gets at once to be carried out within a few days.[51–53]


A large number of aptamers have been selected for prefer-
ential targeting of extracellular proteins or protein epitopes.
This is not surprising, because this way they have direct access
to their targets without having to pass through plasma or nu-
clear membranes. However, for them to be broadly applicable
as inhibitory tools for functional genomics research, it is neces-
sary to develop methods that allow for targeting of proteins
that reside inside cells with inhibitory aptamers (hereafter des-
ignated as intramers). Being nucleic acids, intramers are intrin-
sically adapted to the reductive environment inside a cell—
unlike, for example, intracellular antibodies (intrabodies), which
require further engineering to tolerate the reductive conditions
of the cytoplasm. The cellular delivery of aptamers can be ac-
complished either by direct transfection or through defined
expression systems encoding for the aptamer sequence under
the control of a highly active promoter. Below we summarise
recent progress made in intramer technology.


4. Intramers Targeting Nucleic Acid Binding
Proteins


The first examples of the functional characterisation of intra-
mers inside cells included prokaryotic or nuclear targets.[54–57]


In most cases, aptamers that targeted natural nucleic acid
binding proteins were selected in vitro and intramer-express-
ing systems were engineered afterwards. Expressed intramers
often acted as decoys to natural RNA-binding proteins or rep-
resented variants of natural transcripts. Their intracellular ex-
pression was intended to dissect functional aspects of nucleic
acid binding proteins or of structural elements in natural tran-
scripts.[20, 35, 44, 58]


A good example is an aptamer that binds the Drosophila
melanogaster B52 protein, a splicing factor essential for pre-
mRNA splicing in fruit flies. Fly mutants expressing B52 above
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or below certain levels have developmental defects or lethal
phenotypes. In transgenic flies that expressed a pentameric
version of the aptamer, developmental defects caused by over-
expression of B52 were rescued by the intramer, while intramer
expression in a wild-type B52 strain was lethal. Other proteins
targeted with intramers included the E. coli special elongation
factor SelB, required for incorporation of the amino acid sele-
nocysteine into selenoproteins,[54, 59] yeast RNA polymerase II[55]


and several viral proteins. Among them, aptamers that target
the HIV-1 Rev protein showed Rev-binding affinity similar to
that of the wild-type Rev-binding element (RBE). In cell cul-
tures, these aptamers supported the Rev-dependent pre-mRNA
transport from the nucleus to the cytoplasm.[57]


More recently, Chaloin et al. have reported the expression of
an HIV-1 reverse transcriptase (RT) binding RNA aptamer pseu-
doknot inside human 293T cells.[60] Specifically, 293T cells were
transiently transfected with a chimeric RNA expression system
consisting of the human tRNAMet and the anti HIV-1 RT RNA ap-
tamer module. Expression of the anti-RT intramer resulted in
inhibition of HIV particle release by >75 % when the cells
were co-transfected with proviral HIV-1 DNA. Subsequently,
HIV-1 particles produced by 293T cells in the presence of the
anti-RT intramer construct exhibited reduced infectivity in
human T-lymphoid cells. Again, virus production was reduced
by 75 % relative to control experiments. Complete inhibition of
viral replication was achieved in stably transfected T-lymphoid
cells after low-dose HIV infection over a period of 35 days.[60]


Similarly, Kim and Jeong also aimed at inhibition of HIV-1
replication by RNA intramers by targeting the nucleocapsid
(NC) protein. In vitro, an anti-NC aptamer interfered with NC
binding to the stable transactivation response (TAR) hairpin
and psi RNA stem-loops of HIV-1 RNA. In vivo, the aptamer
abolished packaging of viral genomic RNA.[61] Inhibition of viral
replication by intramers was also achieved when proteins from
viruses other than HIV-1 were targeted. The Nishikawa group
targeted the non-structural protein NS3 of hepatitis C virus
(HCV), a protein with both helicase and protease activity. They
demonstrated that protease activity was inhibited through in-
tracellular expression of the aptamer.[62]


Further studies underline the feasibility of the intramer con-
cept for targeting proteins in artificial systems. Burke and col-
leagues targeted HIV-1 RT in E. coli mutants that were geneti-
cally engineered to depend on reverse transcriptase for
growth at 37 8C.[63] It was shown that growth complementation
by the expressed exogenous HIV-1 RT can be blocked by anti-
RT intramer expression.


Cassiday and Maher selected an RNA aptamer targeting the
transcription factor NF-kB. This aptamer was shown to recog-
nise NF-kB inside cells and to inhibit its binding to its cognate
DNA sequence, presumably by acting as a mimic of the dsDNA
motif.[64, 65] To further optimise the formation of the NF-kB-RNA
complex in the eukaryotic nucleus, a yeast three-hybrid system
was used to re-select the RNA aptamer for improved NF-kB in-
teraction[66] (Figure 2). By use either of a degenerate RNA li-
brary or of sequences from early selection cycles, aptamer var-
iants with substantially improved binding affinity in yeast cells
were obtained. Furthermore, the improved aptamer variant in-


hibited the transcriptional activity of NF-kB[66] in vivo. These re-
sults underline the power of the combination of in vitro and in
vivo genetic selections for the optimisation of aptamer proper-
ties and their adaptation to distinct conditions.


Within the past several years, substantial progress has been
made in the field of intramer research. Besides reports of novel
intramers and their effective inhibition of their cognate targets
inside cells, a few studies have compared in vitro with in vivo
results and the adaption of aptamers for in vivo functionality.
For example, a study by Lee and McClain provided evidence
that results obtained with functional RNA sequences in vitro
have to be carefully validated in vivo and cannot necessarily
be adapted to in vivo conditions.[67] Lee and McClain used a
tRNAGln variant selected in vitro and exhibiting an affinity for
glutaminyl-tRNA synthetase 26 times higher than that of the
wild-type tRNAGln. These variants can be efficiently aminoacyl-
ated in vitro by glutaminyl-tRNA synthetase. Nevertheless, they
failed to support the growth of a E. coli tRNAGln knockout strain
in vivo because, unlike wild-type tRNAGln, they were rapidly de-
graded by cellular RNases. This result underlines the impor-
tance of gaining both in vitro and in vivo data on macromolec-
ular function before conclusions on biological relevance can
be drawn.


5. Elucidating Novel Biological Activities of
Proteins with Intramers


Our research led us to the development of highly specific ap-
tamers targeting cytoplasmic regulatory proteins and protein
domains implicated in the leukocyte function associated anti-
gen-1 (LFA-1) mediated inside-out signalling cascade. The acti-
vation of LFA-1 by T-cell receptor stimulation or stimulation
with phorbol esters results in T-cell adhesion to ICAM-1 pre-
sented on the surface of endothelial cells. Cytohesin 1, a cyto-
plasmic signalling molecule, participates in the mechanism of
LFA-1 activation, presumably by direct interaction with the cy-
toplasmic tail of the b2-chain (CD18) of the LFA-1 integrin.[68]


Cytohesin 1 belongs to a family of highly homologous guanine
nucleotide exchange factors (GEFs) that act on ADP-ribosyl-
ation factors (ARFs). The small ARF-GEFs are known to be in-
volved in integrin signalling, actin cytoskeleton remodelling
and vesicle transport. Today, four highly homologous members
of the cytohesin family are known: cytohesin 1, ARNO/cytohe-
sin 2, cytohesin 3 and cytohesin 4. They comprise an N-termi-


Figure 2. The yeast three-hybrid system used for the selection of anti-p50 apta-
mers with increased activity in relation to the in vitro selected parent aptamer.
Transcription of lacZ or HIS3 reporter genes depends on the interaction be-
tween the LexA/MS2 coat protein fusion, a hybrid RNA composed of the MS2
recognition sequence and the a-p50 aptamer sequence, and a GAL4/p50
hybrid protein.
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nal coiled-coil domain, followed by a Sec7 and pleckstrin ho-
mology domain, and a polybasic C-domain. To dissect their in-
dividual functions, we isolated RNA aptamers that specifically
interact with cytohesin proteins and/or their individual do-
mains and thus allow dissection of their functions in living
cells. In an initial study we isolated and characterised the cyto-
hesin 1 binding aptamers M69 (Figure 3 a). M69 specifically rec-
ognised the Sec7 domain of cytohesin 1, which is responsible
for the GEF activity and is thought to interact directly with the
b2-cytoplasmic tail of LFA-1. Sec7 domains are widespread
within the small and large families of ARF-GEFs. M69 distin-
guished between the Sec7 domains of the large and small GEF
family members, by binding only to those of the small GEFs
ARNO and cytohesin 1. However, it did not discriminate be-
tween the Sec7 domains of these two cytohesins.[69]


An expression system based on transgenic vaccinia viruses[70]


was used for cytoplasmic expression of M69 in Jurkat cells.[69]


Intrameric expression of M69 caused inhibition of LFA-1-medi-
ated adhesion. Furthermore, the intramer M69 inhibited re-
organisation of the cytoskeleton and cell spreading. Dominant
negative expression of a GEF-deficient cytohesin 1 (E157 K)
point mutant gave similar results, confirming an important role
for the GEF activity of cytohesin 1 in T-cell spreading.


Do the highly homologous cytohesins 1 and 2 exhibit differ-
ent functions in T-cells in which they are both expressed? As


mentioned above, M69 did not discriminate between the
highly homologous cytohesin family members. To address this
question, we performed an in vitro selection with ARNO/cyto-
hesin 2 as a target and cytohesin 1 in a counter-selection, to
isolate discriminatory aptamers. We obtained an RNA aptamer,
dubbed K61 (Figure 3 b), that bound ARNO/cytohesin 2 with a
KD of 115 nm, whereas cytohesin 1 was bound with an affinity
at least 35 times weaker. This aptamer did not inhibit the GEF-
activity of ARNO in vitro, presumably because it recognises the
coiled-coil–Sec7 interface of ARNO/cytohesin 2, exhibiting only
weak affinity to the Sec7 domain alone.[71]


GTPases of the Rho and ARF families are thought to regulate
membrane traffic and cytoskeletal remodelling.[72] Furthermore,
the Rho family of small GTPases is involved in the stimulation
of serum response factor transcriptional activation, induced by
serum growth factors.[73] We thus hypothesised that cytohesins
may also play a role in transcriptional activation through the
serum-response element (SRE) and investigated whether K61
affects the transcription of a luciferase reporter gene under the
control of the SRE promoter in serum-stimulated HeLa cells
(Figure 3 c). We found that K61 down-regulates SRE-controlled
luciferase expression to basal levels in a concentration-depen-
dent manner. The inhibitory activity of K61 was fully reversed
by over-expressed wild-type ARNO, confirming that the effect
was aptamer-specific.[71] In accordance with this novel activity


Figure 3. Using intramers to confer novel biological function on cytoplasmic signalling molecule cytohesin 2 in HeLa cells. a) Proposed secondary structure of
aptamer M69, which is specific for the Sec7-domains of the small GEF family members cytohesin 1 and cytohesin 2. b) Proposed secondary structure of the cyto-
hesin 2-selective aptamer K61. c) Model for the role of ARNO/cytohesin 2 as an effector of serum-mediated transcriptional activation through MAPK signalling in
HeLa cells. The domain specificity of K61 and M69 suggest participation of both the N-terminal and the Sec7 domains of ARNO/cytohesin 2 in this activity
(S: growth factors in serum that act on MAPK-activating receptors; SR : MAPK-activating receptors; CC : coiled-coil domain of cytohesin 2).
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of cytohesin 2, we found that both K61 and the non-discrimi-
natory aptamer M69 produced a specific down-regulation of
MAPK activation, as monitored by the phosphorylation status
of Elk. An siRNA-targeting cytohesin 2 also resulted in the
down-regulation of MAPK activation, but interestingly, an
siRNA that down-regulated cytohesin 1 expression did not.
These results suggested that transcriptional regulation of the
SRE in HeLa cells could be assigned to ARNO rather than to cy-
tohesin 1. This study further
demonstrated that intramers can
be used to provide insight into
novel biological activities of
target proteins and to assign
specific biological functions to
individual members or defined
domains of a protein family. In-
tramers represent an alternative
and complementary approach to
siRNAs to elucidate the function
of a protein within its natural
context.


6. Aptamers as
Probes for Screening
Approaches


The results described above
show that aptamer selections
provide a versatile source for ob-
taining powerful inhibitors of
protein function within short
timescales. Once an inhibitory
aptamer is available, it is fairly
straightforward to transform it
into an intramer for in vivo vali-
dation of protein function. In
fact, the anti-ARNO aptamer K61
was directly transfected into cul-
tured cells by lipofection without
the need to stabilise it against
nuclease degradation or to
direct it into a particular cellular
compartment.[71] The question is
how general this approach will
be with respect to cell types, tar-
gets, or the aptamer sequence
itself. The analysis of protein
function in multicellular organ-
isms or tissues will necessitate
the generation of aptamer-ex-
pressing transgenic animals or
the development of gene therapeutic approaches, at least in
the case of vertebrate studies. For such purposes, drug-quality
small-molecule inhibitors would still seem advantageous com-
pared to any nucleic acid- or biopolymer-based inhibitor.


Therefore, one intriguing idea is to convert an aptamer/pro-
tein complex with verified intracellular functionality directly


into lead compounds by developing assays to screen small-
molecule libraries that displace the aptamer from its target
and adopt its inhibitory activity. Indeed, aptamers would seem
perfectly suited for functioning directly as competitive probes
in high-throughput screening (HTS) assays. This would allow
direct translation of information stored within an aptamer into
a small molecule, which would itself be likely to be an inhibitor
(Figure 4 a).


As a first step towards this direction, we have developed
what we called “reporter ribozymes”: chimeric RNA molecules
that consist of an aptamer domain attached to a ribozyme.[74, 75]


Reporter ribozymes are potentially compatible with the parallel
screening of large compound libraries since they report the
displacement of a protein-bound aptamer by a small molecule


Figure 4. Aptamers for inhibitor screening. a) Schematic for how a functional aptamer/target complex might be used
to develop screening assays to allow identification of small molecules that displace the aptamer from the target, re-
sulting in a signal. b) Reporter ribozymes for high-throughput screening.[74, 75] If a small molecule can compete with
the protein/RNA interaction, the ribozyme becomes active and cleaves a substrate, labelled with a fluorescence tag (F)
and a quencher (Q). In the uncleaved state, the substrate has a low fluorescence quantum yield, due to fluorescence
resonance energy transfer (FRET). In the cleaved state, the two product oligonucleotides rapidly dissociate from the ri-
bozyme, resulting in a fluorescence signal. These reporter ribozymes were used to identify a novel small-molecule in-
hibitor for the HIV-1 Rev protein. c) Signalling aptamers for monitoring of enzyme activity.[90] The DNA aptamer reports
the presence of two molecules of adenosine (A), generated by dephosphorylation of ATP, ADP or AMP with alkaline
phosphatase. In the presence of A, the aptamer folds such that the quencher-labelled oligonucleotide can no longer
bind to the signalling aptamer construct. In the absence of A, the signalling aptamer has a low fluorescence quantum
yield, due to FRET resulting from the close proximity of the hybridised fluorescence- (F) and quencher-labelled (Q)
DNAs. These probes can report known inhibitors of alkaline phosphatase. d) ADP-specific RiboReporters.[92] ADP is gen-
erated upon substrate phosphorylation by a kinase from an ATP cofactor, and specifically bound by the ADP aptamer
module, making the ribozyme module active towards cleaving off the F-labelled product oligonucleotide. In the inac-
tive form in the absence of ADP, the RiboReporter has a low fluorescence quantum yield because of the close proximity
of the F-label to a hybridised Q-labelled DNA. After cleavage, the F-labelled product dissociates from the ribozyme,
emitting a fluorescence signal.
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through a fluorescence signal (Figure 4 b). The detection princi-
ple relies on an intrinsic property of aptamers and many natu-
ral protein-binding RNAs: adaptive binding. Ever since the first
NMR structures of aptamer/small-molecule complexes were
elucidated it has been clear that the complexation of a ligand
by an aptamer occurs almost exclusively through adaptive rec-
ognition. That is, for example, aptamers often comprise un-
paired loop or bulge regions, which are disordered in the free
nucleic acid and acquire a defined conformation through
adaptive folding around the ligand.[76] The target of the report-
er ribozymes was the Rev protein of HIV-1. Binding of Rev to
its cognate natural RNA element, the Rev-responsive element
(RRE) in the reporter ribozyme rendered the ribozyme module
inactive. Only when the aptamer was competed by a Rev-bind-
ing small molecule did the ribozyme module undergo confor-
mational changes enabling it to cleave a substrate oligonu-
cleotide possessing a fluorophore at one end and a quencher
at the other. Fluorescence was detected only when the ribo-
zyme was active (Figure 4 b). Conversely, an alternative ribo-
zyme construct containing a Rev-binding aptamer[77] module
showed exactly the opposite behaviour, being switched on in
the presence of Rev and switched off after Rev was subjected
to competition by a small molecule.


The Rev-responsive reporter ribozyme was used to screen a
96-member sample library of antibiotics for molecules that
could disrupt the interaction between Rev and its cognate
RNA. The screen identified three compounds as hits; one—the
gyrase inhibitor coumermycin A1 [N,N’-bis(7-((6-deoxy-5-C-
methyl-4-O-methyl-3-O-((5-methyl-1H-pyrrol-2-yl)carbonyl)-a-l-


lyxo-hexopyranosyl)oxy)-4-hydroxy-8-methyl-2-oxo-2H-1-benzo-
pyran-3-yl)-3-methyl-1H-pyrrole-2,4-dicarboxamide]—exhibited
fairly specific binding with a KD of 7.5 mm. Moreover, cell cul-
ture experiments revealed that the coumermycin A1 inhibits
the HIV-1 virus replication in a concentration-dependent fash-
ion; this indicates that the small molecule possesses the same
characteristics as the aptamer from which it was derived. This
study established that it is possible to identify novel small mol-
ecule inhibitors for a given protein by using interference with
RNA/protein interactions as a basis for screening.


In a similar study,[75] we fused an HIV-1 reverse transcriptase
(RT) binding aptamer[78] to the hammerhead ribozyme. The
presence of RT induces the formation of a different structure
of the aptameric portion (i.e. , a pseudoknot structure[79]). As in


the study described above,[74] the binding of RT to the aptamer
prevents the ribozyme from cleaving the small oligonucleotide
substrate RNA, labelled with the fluorescent dye and the
quencher. In the absence of RT the reporter ribozyme remains
active, and substrate cleavage can be followed by an increase
in fluorescence. This is highly specific for HIV-1 RT; the homo-
logue RT of HIV-2 is not detected. The reporter ribozyme thus
serves as a specific biosensor signalling the presence of HIV-
1 RT. In this sense, reporter ribozymes supplement currently
used antibody-based techniques, like ELISA, while being con-
siderably more straightforward due to real-time readout in so-
lution and other advantages discussed below. The assay is re-
versible: when the protein is displaced from the reporter ribo-
zyme through interaction with another molecule, such as the
primer/template complex that is mimicked by the aptamer, the
reporter ribozyme can again cleave the substrate, resulting in a
fluorescence signal. In other words, these systems can act as
domain-specific sensors for screening purposes. As mentioned
above, the reporter ribozyme binds HIV-1 RT at the same site
at which the protein recognises the primer/template complex.
Remarkably, RT-binding molecules that are specific for sites
other than the primer/template binding site are ignored by
the reporter ribozyme. This enables the configuration of an
assay into a high-throughput screening mode that might allow
a highly focused search for inhibitors that target a distinct epi-
tope or domain of a protein. Most of the HIV-1 RT inhibitors
known today are nucleotide RT inhibitors (NRTIs) such as azido-
thymidine and non-nucleotide RT inhibitors (NNRTIs) such as
nevirapine, which target other domains of the polymerase. As


a perspective, our approach would now allow the
search for completely novel classes of HIV-1 RT inhibi-
tors that target the primer/template binding site.
This potential was tested by addition of the free ap-
tamer as a specific competitor for the reporter ribo-
zyme. The aptamer was able to displace the protein
from the reporter ribozyme, switching it on again.
Reporter ribozymes thus have three distinct advan-
tages over many other assays or sensors: detection
occurs in real time, none of the actual reaction part-
ners need to be labelled, and the format is highly
modular and can be configured for any kind of pro-
tein for which aptamers can be selected.


Further modularity of reporter ribozymes was achiev-
ed in another format, based on hairpin ribozyme variants that
can be induced or repressed by external effector oligonucleo-
tides. The key step here was to introduce a binding domain
specific for a certain RNA sequence into the hairpin ribozyme.
When the domain is bound by the cognate RNA, the reporter
ribozyme undergoes conformational changes enabling it to
cleave the fluorophore and quencher-labelled substrate oligo-
nucleotide. Small sequence changes in the RNA-binding
domain allowed targeted switching of ribozyme activity: the
same effector oligonucleotide then serves either as an inducer
or as a repressor. We applied this format to a hairpin variant
fused to the complementary version of the trp leader mRNA,[80]


the RNA sequence tightly bound by l-tryptophan-activated
trp-RNA-binding attenuation protein (TRAP) from Bacillus subti-
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lis. TRAP only binds to trp leader mRNA in the presence of l-
tryptophan.[81] Ribozyme activity can be altered by annealing
with trp leader mRNA, and then specifically restored by its
TRAP/tryptophan-mediated sequestration. These reporter ribo-
zymes thus sense the activity status of a protein as a function
of its metabolite molecule and could potentially be applied for
screening of TRAP-binding small molecules. Using the same
format, we designed nine ribozyme variants that were activat-
ed by different microRNAs (miRNAs).[82] Each of them detected
its cognate miRNA reliably and sensitively in a mix of other
miRNA sequences. These reporter ribozymes join other ribo-
zymes that report nucleic acids.[83–86] They are entirely RNA-
based and thus could be expressed endogenously, requiring
only the addition of the short substrate oligonucleotide to
report the presence of a certain miRNA in an in vivo context.


Green et al. screened a panel of naphthalenesulfonic acid
anions for their ability to displace a 32P-radiolabelled DNA ap-
tamer from the platelet-derived growth factor (PDGF) B-
chain.[87] The anti-PDGF-aptamer inhibits binding of PDGF to
cells that express PDGF receptors.[88] Twelve organic anion de-
rivatives, known to exhibit similar activity to that of the aptam-
er,[89] were analysed for their ability to disrupt the aptamer–
PDGF complex. By using the small molecules in functional
assays, it was shown that the binding affinities of all ligands
tested (small molecules and aptamers) strongly correlated with
their inhibitory potential.


Another elegant approach was developed by Nutiu et al. ,
who also used aptamers as sensors for small-molecule metabo-
lites, thereby allowing the monitoring of enzymatic reac-
tions.[90] They used a DNA aptamer[91] with a higher affinity for
adenosine than for 5’-adenosine monophosphate (AMP) as
fluorescence reporter to quantify the yields of the ALP-cata-
lysed (ALP = alkaline phosphatase) cleavage of AMP to adeno-
sine (Figure 4 c). Furthermore, the aptamer reporters can be
used for sensitive detection of ALP. The authors demonstrated
that the applied aptamer reporters are useful as screening
probes for the indirect identification of known small-molecule
inhibitors of ALP.


Srinivasan et al. utilised an anti-ADP aptamer that discrimi-
nates between adenosine diphosphate (ADP) and adenosine
triphosphate (ATP) to construct a ribozyme-based allosteric
sensor, which they call “RiboReporter”, for monitoring kinase
activities.[92] As in the studies by Hartig et al. ,[74, 75] detection
relies on fluorescence and quencher-labelled oligonucleotides
and their cleavage by the ribozyme. They also re-identified pre-
viously known kinase inhibitors in a proof-of-concept screening
approach for kinase inhibitors (Figure 4 d).


Taken together, these results illustrate the potential of ap-
tamers and aptamer-based sensor systems for the identifica-
tion of small molecule inhibitors.


Summary


Aptamers are easily handled chemicals that can be isolated for
various proteins by in vitro selection and selectively bind a
large variety of different targets, from proteins or individual
domains of homologous proteins to small molecules, viruses,


cells and parasites. They can be used both as functional inhibi-
tors to characterise proteins either inside or outside a cell and
as tools to develop inhibitors for protein interference. Further-
more, it was recently discovered that nature harnesses alloster-
ic binding of small-molecule regulators to aptamers contained
in the untranslated regions in messenger RNAs of many bacte-
ria, so-called riboswitches, to regulate gene expression.[93]


Aptamers offer a valuable complement to loss-of-function
phenotypic knockdown approaches and the assignment of
novel activities to members of highly homologous protein
families. Moreover, besides their conventional uses as diagnos-
tic reagents, affinity matrices or therapeutics, aptamers offer
an exciting novel interface between target validation and drug
screening, as a biologically active aptamer can be used to
identify functionally equivalent small molecules directly in
competitive high-throughput screening assays. We consider
aptamers are a highly promising alternative to other tools for
the loss-of-function phenotypic analysis of proteins for valida-
tion of the biological activity of new proteins inside cells, and
for the development of novel chemical entities for the rapid
characterisation of proteins in the context of whole cells or
organisms.
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DNA Interstrand Crosslinks: Natural and Drug-
Induced DNA Adducts that Induce Unique
Cellular Responses
Orlando D. Sch�rer*[a]


Introduction


It is a testimony to the complexity of cancer that cytotoxic
drugs are still a mainstay of therapeutic approaches to treat
that disease. Perhaps even more paradoxical is the fact that cy-
totoxic therapy has its origin in the highly toxic mustard gas,
which was developed for chemical warfare in the First World
War. As with other crosslinking agents, such as mitomycin C,
the chloroethylnitroso ureas and cisplatin, mustard gas and ni-
trogen mustards derived from it exert their cytotoxic action by
forming DNA interstrand crosslinks (ICLs). ICLs covalently link
two strands of DNA, thereby blocking vital aspects of DNA me-
tabolism. Evidence that ICLs can also be formed endogenously,
for example by the reaction of DNA with bifunctional lipid per-
oxidation products, has been obtained much more recently.
ICLs are therefore something the cell has to deal with naturally,
although these lesions are formed infrequently compared to
adducts involving only one DNA strand.


The importance of being able to process ICLs in healthy
cells is underscored by the existence of the rare inherited
human disorder Fanconi Anemia (FA), which is characterized
by extreme sensitivity to ICL forming agents, but not other
DNA damaging agents. Here I will review the formation, bio-
logical consequences and clinical importance of ICLs. Finally, I
will discuss how progress in the chemical synthesis of ICLs will
provide opportunities for studying the cellular responses to
ICL forming agents.


Formation and Occurrence of ICLs


ICLs are formed by endogenous compounds


The formation of ICLs is readily observed by treating oligonu-
cleotides with various agents. It is however much more difficult
to obtain direct evidence for the formation of ICLs in living
cells, since they are only formed infrequently. This is especially
true for the naturally occurring crosslinks, which, unlike more
abundant DNA adducts, such as 8-oxoguanine, have not yet
been directly detected in biological samples. The formation of
endogenous ICLs has therefore been inferred from treatment
of oligonucleotides with the relevant agents or by analysis of
the mutations introduced in reporter genes in cells treated
with crosslinking agents. Based on such observations, bifunc-
tional electrophiles, such as malonic dialdehyde (1), a product
of lipid peroxidation, have been linked to endogenous ICL for-
mation (Scheme 1).[1] Similar types of adducts are also formed


by unsaturated aldehydes of environmental origin, such as
acrolein and crotonaldehyde, as well as from condensation re-
actions of DNA with formaldehyde or acetaldehyde.[2] It is
noteworthy that the condensation reactions between various
aldehydes and the aromatic amines of the DNA bases are re-
versible. This inherent instability is another factor that renders
the direct detection of these ICLs difficult.


Another agent of endogenous origin that has been shown
to introduce ICLs is nitric oxide. As a gas or in its hydrated
form, nitrous acid (3), it can induce diazotiziation of the exocy-
clic amine groups of the bases; this can lead to ICL formation
if the N(2) of a guanine on a complementary strand in a (CpG)
sequence can react with the diazonium ion before it gets hy-
drolyzed.[3]


ICLs are formed by antitumor agents by a variety
of mechanisms


While these endogenous or environmental ICLs probably con-
tribute to mutagenesis and carcinogenesis and are responsible
for the evolution of cellular responses to ICLs, the main driving
force in studying ICLs has been their importance as adducts


[a] Dr. O. D. Sch�rer
Institute of Molecular Cancer Research, University of Z�rich
August Forel Straße 7, 8008 Z�rich (Switzerland)
Fax: (+ 41) 1-634-8904
E-mail : scharer@imr.unizh.ch


Scheme 1. Examples of ICLs formed by endogenous agents. Malondialdehyde
(1) can react with exocyclic amines on guanine residues to form the ICL 2. Ni-
trous acid (3), the hydrated from of nitric oxide can form ICLs between adja-
cent guanine residues on opposing strands (4) by diazotiziation of one of the
exocyclic amine groups.
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formed by a number of antitumor agents. The first ICLs to be
identified were the ones formed by the nitrogen mustards
(NMs, 5 ; Scheme 2; reviewed in ref. [4]). Studies in the 1960s
revealed that the N(7) positions of guanine were the most re-
active positions toward alkylation by the NMs and that separa-


tion of dsDNA was inhibited by NM adducts.[5] The final proof
of the structure of these ICLs and the determination that they
are preferentially formed in complementary GNC sequences
only followed much later, after the advent of solid-phase DNA
synthesis.[6, 7] NMs with aromatic substituents (chlorambucil,
melphalan) or a bioactivatable phosphoramide group (cyclo-
phosphoamide) are still frequently used in the clinic.


A second prototypical class of alkylating agents is the chloro-
ethylnitroso ureas (CENUs), represented by BCNU/carmustine
(7) in Scheme 2. While the CENUs have also been shown to
form crosslinks between two N(7) atoms of guanines, the most


frequently formed ICL is one between N(3) of dC and N(1) of
dG.[8, 9] This ICL is unusual because it is formed in a multistep
process involving initial alkylation of O(6) of dG, rapid conver-
sion to form 1,O6-ethanoguanine followed by slow rearrange-
ment to the ICL between dG and dC (8). For CENUs it has
been clearly demonstrated that not only the removal of the
ICLs themselves, but also of the precursor mono adduct (O6-(2-
chloroethyl)guanine) by DNA-repair enzyme AGT (alkylguanine
transferase) contributes to the resistance of tumor cells to
treatment by CENUs.[10] Inhibitors of AGT are therefore being
developed as drugs for combination therapy with the CENUs.


ICLs can also be formed in the major groove of DNA by
metal complexes. The most important metal complex used in
cancer chemotherapy is cisplatin (9) and related compounds
derived from it.[11]


Certain natural products, for example mitomycin C (MMC,
11), also have the ability to form ICLs. MMC reacts with N(2)
groups of two dG residues at adjacent positions on opposing
strands to form an ICL.[12] A reductive activation cascade that
transforms the quinone moiety of MMC to the phenol form
precedes adduct formation. This activation step is important
for the selectivity of its antitumor activity, since many solid
tumors are hypoxic compared to normal tissues and therefore
more efficiently activate MMC.


One last crosslinking agent that will be discussed here is
psoralen (13), a three-ring heterocyclic compound that forms
ICLs with two thymine residues at adjacent positions on op-
posing strands of DNA upon irradiation with long-wave UV
light.[13] Since psoralen ICLs can be formed with higher specific-
ity and under somewhat controlled conditions, it has been
frequently used as a model ICL for biological studies. Clinically,
the psoralens are used to treat a number of dermatological
diseases, such as cutaneous T-cell lymphoma and psoriasis.[14]


Treatment protocols with psoralen involve first the oral admin-
istration of the drug followed by local UV irradiation of the
area to be treated with long-wave UV light to form the ICLs. In
this way ICLs can be introduced with some selectivity in the
skin, which is accessible to UV irradiation.


ICLs are the most relevant adducts formed by crosslinking
agents


Two points deserve to be mentioned here when thinking
about the biological consequences of ICLs. For all the agents
that induce ICLs mentioned above, interstrand crosslinks only
make up a small fraction (typically 1–5 %) of all the adducts
formed, while the majority are monoadducts or intrastrand
crosslinks. This is partly due to spatial reasons, as the majority
of monoadducts formed initially do not satisfy the geometrical
constraints required for crosslink formation. Nonetheless, in
the vast majority of cases, it is the interstrand crosslinks that
are the physiologically most relevant adducts.[15] One exception
to this rule is provided by cisplatin, where the most abundant
1,2d(GpG) intrastrand crosslink has been shown to be the main
contributor to cytotoxicity, since it is bound by various cellular
proteins and is refractory to repair.[11] These observations dem-
onstrate the potent cytotoxicity of ICLs compared to DNA ad-


Scheme 2. Examples of ICLs formed by agents used in antitumor therapy. The
crosslinking agents chlorambucil (5, R = C4H6-C2H4-CO2H, a nitrogen mustard),
carmustine (7, a chloroethylnitroso urea), cisplatin (9), mitomycin C (11), and
psoralen (13) and the main ICLs formed by them are shown. The parts of the
crosslinking agents that are transferred to the DNA and the modified residues
in the DNA bases are indicated in red.
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ducts involving only one strand of DNA. The low percentage
of relative ICL formation gives rise to two main challenges in
the study of its consequences. One is that it is not always
straightforward to differentiate the effects of various adducts
induced by crosslinking agents at the cellular level if a particu-
lar endpoint, such as survival or induction of a response path-
way, is examined. The other challenge is that synthesis of de-
fined ICL adducts for biological studies has been difficult.


ICLs are structurally diverse DNA adducts


Another important aspect is that although ICLs are generally
categorized as one class of lesion, they induce a variety of
structural distortions into DNA. ICLs may be formed in the
major and minor grooves of DNA, intercalated between two
base pairs, or they may connect two opposing bases through
atoms involved in base pairing (Schemes 1 and 2). This sug-
gests that they induce a variety of structural alterations into
dsDNA, a notion supported by available structural information.
Certain ICLs in the minor groove of DNA, such as those formed
by MMC or a stable mimic of the malondialdehyde ICL only
induce minor distortions in the overall structure of DNA.[16, 17] In
contrast, certain ICLs formed by cisplatin,[18] psoralen,[19] or ni-
trous oxide[20] induce higher degrees of distortion in the DNA
helix. This structural diversity raises the question of whether
there is a significant difference in the biological responses to
the various ICLs or whether the common denominator of all
ICLs, the blockage of DNA strand separation, is the key feature
responsible for the severe consequences induced by ICLs. This
question has not yet been explored, although the effects of
covalent linkage between the two strands appear to be the
common element responsible for the high cytotoxicity of ICLs.
Various structural features of ICLs are likely, however, to influ-
ence a number of secondary responses or affect the rate with
which they are removed from DNA.


Cellular Responses to ICL-Forming Agents


The defining effect of ICLs is that they block essential aspects
of cellular metabolism, in particular DNA replication and tran-
scription. It has been estimated that a single unrepaired ICL
can kill a bacterial or yeast cell, while about 40 ICLs can kill a
repair-deficient mammalian cell.[4, 21] Available evidence in
mammals suggests that the replication block induced by ICLs
is the defining event responsible for their high cytotoxicity and
for the triggering of the key cellular responses to ICL formation
(Figure 1).[22] ICLs are processed to double-strand breaks (DSBs)
after an encounter with a replication fork. Like the formation
of DSBs by other mechanisms, this triggers a number of events
including cell-cycle arrest, homologous recombination to
repair the breaks, or apoptosis, if the damage load is too large
for the cell to process. The DSBs induced by crosslinking
agents differ from the ones formed by agents that induce
direct breakage of the strands such as ionizing radiation. Little
is known about whether the events that lead to apoptosis are
different in response to frank DSBs or ICL-induced DSBs.[23]


Indeed, the cellular mechanism underlying the cellular deci-
sion on when to survive and repair damage to DNA and when
to die are not well understood in general. I will focus the dis-
cussion on the biological responses to ICLs on two areas, the
repair of ICLs and the molecular basis of the inherited disorder
Fanconi Anemia, for which the distinctive cellular responses to
ICLs are slowly emerging.


Removal of ICLs from DNA


It has been demonstrated that the removal of ICLs is an impor-
tant mechanism by which tumor cells counteract the effects of
crosslinking agents.[24] The understanding of how ICLs are re-
paired in humans is therefore of great importance for antitu-
mor therapy and could yield new targets for drug design. The
repair of ICLs necessarily requires a complex series of steps, as
no intact template is available for repair synthesis and the two
strands need to be unhooked.[25] Available evidence suggests
that the main pathway of ICL repair in mammals is active in
the S-Phase of the cell cycle and depends on DNA replica-
tion.[22] Upon stalling of a replication fork, a double-strand
break (DSB) is introduced (Scheme 3 A).[26] This step probably
involves a nuclease-mediated specific incision step at the stal-
led replication fork. Subsequent steps of this pathway are only
ill-defined, but the model shown here accounts for a key role
of ERCC1-XPF (a structure-specific endonuclease involved in
the nucleotide excision repair (NER) pathway and the only NER
protein believed to be essential for ICL repair) and homolo-
gous recombination proteins.[27] ERCC1-XPF might incise the
ICLs on the other side of the break, thereby unhooking one of
the damaged strands.[28] Following the unhooking step, homol-
ogous recombination-mediated repair of the DSB as well as a
second excision event are hypothesized to take place before
replication can resume. This model is a very tentative one and
is likely to undergo many modifications in the near future. It
should be noted that cell lines with mutations in a number of
additional genes are hypersensitive to crosslinking agents.
These genes may thus also play a role in this ICL repair path-
way. Among these genes are specialized polymerases, helicas-


Figure 1. Cellular responses to ICL formation. The known consequences of ICL
formation in mammalian cells are indicated. There are intimate connections
between several of the indicated events. See text for details.
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es, and nucleases—enzymatic activities that are required for
the steps depicted in the model in Scheme 3 A.[29]


A second, recombination- and replication-independent
error-prone pathway has also been described in mammals that
is dependent on NER and the translesion DNA polymerase h


(Scheme 3 B).[30] Although conclusive genetic evidence for this
pathway in mammals is missing, closely related pathways have
been observed in yeast and bacteria.[31] This pathway could be
significant in the absence of replication in stationary cells.


Fanconi Anemia—Linking ICLs to Inherited
Disease and Cancer Predisposition


Cell lines derived from patients with the hereditary disorder
Fanconi Anemia (FA) have long been known to display hyper-
sensitivity to crosslinking agents; this suggests a role for the
FA genes in ICL repair.[32] At the clinical level, FA is character-
ized by congenital abnormalities, progressive bone marrow
failure and a high incidence of cancer. While the specific sensi-
tivity of FA cells toward crosslinking agents, but not other DNA
damaging agents, is still not fully understood, recent studies
have linked the FA proteins to homologous recombination
events induced by ICLs. To date at least 11 FA genes have
been found, a majority of which (FANCA, C, E, F, G, L) assemble
to form a stable complex in the nucleus. This FA core complex


is responsible for the monoubiquitination of another FA gene,
FancD2, in response to DNA damage (Figure 2).[33] Ubiquitinat-
ed FancD2 is then targeted to chromatin in the nucleus, where
it is responsible for recruiting BRCA2 (a breast cancer suscepti-
bility gene). This recruitment of BRCA2 appears to be essential


for the efficient repair of ICLs by homologous recombination.
Interestingly, partial inactivation in BRCA2 can also give rise to
FA (FancD1 complementation group).[34] There is some evi-
dence that DSBs are formed normally in response to crosslink-
ing agents in FA cells,[35] indicating that the FA pathway is in-
volved in the processing of ICL-induced DSBs by homologous
recombination, including perhaps the unhooking step. An
open question is whether the FA core complex directly inter-
acts with ICLs or if an indirect signal is responsible for the acti-
vation of its ubiquitin ligase activity.


Recent findings have demonstrated that the status of the FA
pathway can determine the sensitivity of tumor cells to cross-
linking agents.[36] This information could therefore be an im-
portant predictor for the success of treatment of a given
tumor with crosslinking agents. Likewise, the inhibition of the
FA pathway could provide a way to sensitize tumors to treat-
ment by crosslinkers. The inhibition of the monoubiquitination
of FancD2, an enzymatic step of this process, would be a logi-
cal starting point to test this concept.


The insight gained into the molecular basis underlying the
FA pathway is a nice illustration of how the study of rare ge-
netic diseases can lead to the elucidation of general aspects of
cellular metabolism. This is not a novelty in the area of DNA
repair, as the study of another rare disorder, Xeroderma Pig-
mentosum, was instrumental in elucidating the nucleotide ex-
cision repair pathway.[37]


Synthetic Approaches toward Defined ICLs


One of the main limitations for studying the biological effects
of ICL has been the limited availability of defined ICLs.[38] Fur-


Scheme 3. Pathways of ICL repair in mammals. Two pathways of ICL repair
have been described in mammals. A) The major ICL-repair pathway depends
on DSB formation in response to a stalled replication fork, an unhooking step
to release the ICL from one strand, and a homologous recombination event to
repair the DSB. B) A minor, recombination-independent ICL-repair pathway de-
pends on genes involved nucleotide-excision repair and translesion synthesis.
Neither pathway is understood in detail. Orange arrows indicate potential in-
cision sites.


Figure 2. The Fanconi Anemia pathway regulates DNA repair of ICLs by homol-
ogous recombination. At least six FA proteins (A, C, E, F, G, L) form a nuclear
complex. In response to DNA damage, the complex monoubiquitinates FANCD2
at Lys561 in a reaction involving the ubiquitin ligase activity of FANCL. Ubiqui-
tinated FANCD2 is targeted to chromatin in foci that also contain BRCA1.
FANCD2-Ub recruits BRCA2/FANCD1 to these putative sites of damage and
activates DNA repair by homologous recombination.
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thermore, it has been difficult to distinguish the effects of
monoadducts and intra- versus interstrand crosslinks in studies
that involve the treatment of cells with various crosslinking
agents, since monoadducts and intrastrand crosslinks are
formed more frequently than interstrand crosslink, which how-
ever have the stronger biological effects.


The synthesis of ICLs was initially accomplished by treating
double-stranded oligonucleotides with crosslinking agents and
subsequent isolation of the ICL from the reaction mixture.[6, 9, 39]


Since ICLs are only a minor component of all the products
formed (typically 1–5 %) and monoadducts and intrastrand
crosslinks make up the vast majority of products, this approach
is of limited preparative use. The de novo chemical synthesis
of ICLs has been explored by two different strategies to ensure
the specific formation of ICLs. One is based on the crosslinking
of two nucleosides outside of DNA and the introduction of the
crosslinked dimer into DNA by using solid-phase DNA synthe-
sis after appropriate functionalization and protection
(Scheme 4). A differential protection scheme of the nucleoside


dimer was developed that allowed for the stepwise construc-
tion of the oligonucleotide flanking the ICL. Although this
method of ICL synthesis imposes certain limitations in terms of
accessible sequences and lengths of the ICL-containing oligo-
nucleotides, it has led to the synthesis of ICLs formed by nitric
oxide,[40] mimics of ICLs formed by alkylating agents[41, 42] and
artificial crosslinked base-pairs[43] in sufficient amounts for de-
tailed structural characterization.


A second approach consists of the site-specific incorporation
of crosslink precursor or post-synthetically modifiable nucleo-
tides on opposing strands of DNA, annealing of the two single
strands, and subsequent use of a specific coupling reaction to
furnish the ICL (Scheme 5). This concept has been used for the
synthesis of disulfide ICLs in the major and minor grooves,[44]


psoralen ICLs,[45] and stable mimics of malondialdehyde[17] and
in nitrogen mustard ICLs.[46]


The latter approach allows the synthesis of ICLs of any
length and sequence and can easily be adapted for the synthe-
sis of intrastrand crosslinks or monoadducts. It therefore pro-
vides access to defined substrates to investigate the different
biological effects of various adducts formed by crosslinking
agents in a controlled fashion.


Concluding Remarks


ICLs are complex DNA lesions that are not easily removed from
the genomes of living organisms. The study of the cellular re-
sponses to ICL formation has already yielded fascinating in-
sights into the fields of DNA-damage signaling and DNA repair.
The further elucidation of the ICL-repair and FA pathways
should have profound implications for the understanding of
the mechanisms of resistance in antitumor therapy and the de-
velopment of new drugs designed to be used in combination
with current treatments. Recent progress in the synthesis of
defined ICL adducts has provided an important advance on
the way to the detailed biochemical and cell biological charac-
terization of the ICL induced repair and signaling pathways.


Scheme 4. ICL synthesis by using a presynthesized crosslinked nucleotide dimer.
Nitrous acid and alkyl ICLs were synthesized through incorporation of the phos-
phoramidites of the crosslinked dimer building blocks 15 and 16. The use of
two orthogonal protecting groups (denoted P1: DMTr and P2: Alloc or TBS) al-
lowed the synthesis of palindromic sequences containing site-specific ICLs.[40, 42]


Scheme 5. ICL synthesis with postsynthetically modifiable ICL precursors. A) Ma-
londialdehyde ICL mimic : i) A phosphoramidite containing a guanosine with a
fluoride instead of an amine at the 2’ position (17) is incorporated on two
complementary oligonucleotides.[17] ii) The two strands are condensed with di-
aminopropane to form an ICL in the minor groove. B) Nitrogen mustard ICL
mimic : iii) A phosphoramidite containing a protected propan-2,3-diol side
chain at the 7-position of deazaguanosine (18) is incorporated on complemen-
tary strands of DNA. Under basic deprotection conditions, the corresponding
diol is formed and oxidized to an ethanal with NaIO4. iv) Reductive amination
with diaminoethane in the presence of NaBH3CN yields an ICL in the major
groove of DNA.[46]
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Small-Molecule Screening and Profiling by
Using Automated Microscopy
Timothy J. Mitchison*[a]


Introduction


One of the most powerful tools in cell-biological research is
the fluorescence microscope. When combined with appropri-
ate fluorescent probes, this instrument measures the amount
and location of specific biomolecules in cells. The resulting in-
formation has been central to developing our current under-
standing of molecular mechanism in cell biology. It is thus nat-
ural to use fluorescence microscopy as a tool in the discovery
and characterization of biologically active small molecules. In
this article, I will discuss two ways we have done this at the In-
stitute of Chemistry and Cell Biology (ICCB): phenotypic screen-
ing and cytological profiling. Both applications require collect-
ing and analyzing of images of cells from large numbers of in-
dividual experiments, and thus call for automation of both
image capture and image analysis. The outline of a typical au-
tomated microscopy experiment is shown in Figure 1. Instru-
mentation for automated microscopy has only recently been
introduced, and there have been relatively few publications on
this method. For recent reviews that focus on the use of auto-
mated microscopy in small molecule discovery see refs. [1–3].


Phenotypic Screening


A central goal of ICCB has been to discover small molecules
with novel mechanisms of biological action, which can be
used as tools in cell-biology research, and to catalyze thera-
peutic drug discovery by industry groups. Our main tool has
been to screen large libraries of drug-like, and natural product-
like, small molecules. We have used a combination of pure pro-
tein and biochemical screens, and phenotypic screens in which
we assayed for specific alterations to cell physiology. In pheno-
typic screens, cells or small organisms are cultured in 384-well
plates and treated with small molecules. After a time interval
appropriate for the biology, each well is scored for the desired
physiological change. This method requires the active small
molecules (“hits”) to be cell-permeable, to be active in the con-
text of the cell environment, and to exhibit some degree of
specificity in their biological actions. It can also be used to


target proteins that might be unknown or cannot be assayed
in pure form. The main disadvantage of phenotypic screening
is that the target(s) of the hit molecule must be determined
(“target ID”) ; this can be time consuming and unpredictable.
Because of its conceptual similarity to classic genetic screening,
phenotypic screening combined with target ID is sometimes
called “forwards chemical genetics”.[4]


Automated fluorescence microscopy provides a powerful
tool for phenotypic screening. Fluorescence microscopy with
appropriate probes has the capability to quantify essentially
any physiological change that occurs at the single-cell level.
Furthermore it can reveal, in the same assay well, undesired or
unexpected effects, including toxicity and interesting changes
in cell physiology that were not anticipated in the design of
the screen. Because of this potentially large information con-
tent, screening by automated microscopy is sometimes refer-
red to as “high-content” screening (e.g. ref. [3]). Fluorescence
microscopy is also highly sensitive in the sense that small num-
bers of cells can be used, and biomolecules present at low
concentration can be detected.


Figure 2 shows a representative phenotypic screen for small
molecules that perturb mitosis. We initiated this screen in a
plate reader format, using a luminescent immunoassay for
measuring mitotic index. This led to the discovery of monas-
trol, an inhibitor of the mitotic kinesin Eg5.[5] Monastrol was
the first small molecule known to arrest cells in mitosis by a
mechanism other than poisoning microtubules, and potent
Eg5 inhibitors are now in clinical trials for cancer treatment.
We appreciated the potential for an automated microscopy
version of the mitosis screen when we observed mitotic arrest
as an unanticipated effect in a screen for inhibitors of cell mi-
gration.[6] That screen used microscopy of fixed cells migrating


[a] Prof. T. J. Mitchison
Dept. Systems Biology and Institute of Chemistry and Cell Biology
Harvard Medical School, Boston, MA 02115 (USA)
Fax: (+ 1) 617-432-3702
E-mail : timothy mitchison@hms.harvard.edu


Automated fluorescence microscopy provides a powerful tool for
analyzing the physiological state of single cells with high
throughput and high information content. Here I discuss two
types of experiments in which this technology was used to dis-
cover and characterize bioactive small molecules. In phenotypic-
screening experiments, the goal is to find “hits” with specific
effects on cells by screening large libraries of small molecules. An
example is screening for small molecules that perturb mitosis by


novel mechanisms. In cytological-profiling experiments, the goal
is to characterize the bioactivity of a limited number of small
molecules in considerable depth, and thus understand their
mechanism and toxicities at the cellular level. I discuss an exam-
ple in which 100 small molecules with known bioactivity were
profiled by using multiple fluorescent probes, and clustered into
mechanistic classes by automated statistical analysis.


ChemBioChem 2005, 6, 33 – 39 DOI: 10.1002/cbic.200400272 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 33







into a wound that were fixed and stained for actin and DNA.
Mitosis inhibitors revealed themselves by causing cell rounding
in the actin image. That experience illustrates the power of mi-
croscopy to reveal interesting, unexpected effects, due to its
high information content. The automated microscopy version
of the mitosis screen was used to discover a new, more potent
Eg5 inhibitor,[7] and we are currently using it to find and char-
acterize small molecules that perturb mitosis by additional
mechanisms.


A number of phenotypic screens of small molecule libraries
by automated microscopy have been run at ICCB (Table 1).
Most of the screens in Table 1 were scored by eye, and thus
gave a relatively qualitative measure of physiological change
induced by small molecules. This reflects the challenges in de-
veloping robust image-analysis algorithms, and a desire from
biologists to get the result quickly. Quantifying physiological
changes at the single-cell level by automated microscopy re-
mains a challenge, though it will become easier as automated


microscopes improve in terms of reliable automatic focusing
and better signal-to-noise ratios in images. Commercial soft-
ware is now available for standard image-analysis tasks, such
as quantifying the amount of fluorescence per cell, nuclear
import etc. , and for some more sophisticated tasks, such as


Figure 1. Schematic of an automated microscopy experiment. Cells are added
to 384-well, clear-bottom, microtiter plates in medium and cultured overnight
to allow attachment. Small molecules are added from DMSO stock solutions by
pin transfer. Final concentration of small molecule is ~30 mm for screening, or
a dilution series for profiling. The cells are incubated for a time appropriate for
the desired biological changes to occur, typically 1–24 h. A cross-linking fixative
(typically formaldehyde in aqueous buffer) is added to stop the biological pro-
cess and immobilize cell proteins. After a wash that includes detergent to per-
meabilize cell membranes, fluorescent probes are added. These typically include
a blue-fluorescing DNA dye and antibodies to cell proteins that are detected by
secondary antibodies labeled with green or red fluorochromes. After a wash,
the plate is imaged in each fluorescent channel, or may be stored for several
weeks at 4 8C. Images are captured by using an automated fluorescence micro-
scope equipped with x, y drives and automated focus, and stored. Images are
then scored by eye for desired and undesired/unexpected biological effects, or
automated image analysis is used to measure parameters that describe the cell
state.


Figure 2. Phenotypic screen for small molecules that perturb mitosis. HeLa
(human cancer) cells were synchronized in G1/S in bulk by using a standard
double thymidine block protocol. They were plated into clear-bottom 384-well
plates during the second thymidine treatment, released into fresh medium, and
small molecules were added to a final concentration of ~30 mm by pin transfer
of stock solutions in DMSO. They were fixed 16 h later, sufficient time for unaf-
fected cells to progress through S, G2, M, and cytokinesis into G1 of the next
cell cycle. Compounds that disrupt mitosis tend to activate the spindle check
point, and arrest the cells in M. The phenotypic effect of mitosis-arresting com-
pounds was scored by eye on the basis of DNA, tubulin, and actin staining. To
date, three mitotic-arrest phenotypes have been characterized at the molecular
level : 1) lack of microtubules due to inhibition of tubulin, 2) microtubule aggre-
gates due to stabilization of microtubules, and 3) monopolar spindle formation
due to Eg5 inhibition. See refs. [5–7].


Table 1. A sample of phenotypic screens of small molecule libraries by
using automated microscopy run at ICCB.


Biology Outline of method Ref.


Mitotic spindle See Figure 2 [7]
Cytokinesis Add SMs for 20 h.[a,b] Stain for DNA, total cyto-


plasm. Score for binucleate cells.
[8]


Centrosome
duplication


Add SMs to cells in hydroxyurea. Stain for g tubu-
lin, DNA, actin. Score for number of centrosomes.


[9]


Cell migration Wound cell monolayer, add SMs,[a] fix after 6 h.
Stain for DNA, actin. Score by morphology of the
wound margin.


[6]


Secretory
pathway


Express VSV-G(ts)-GFP fusion. Accumulate in ER at
39 8C, Release at 32 8C. Score by GFP localization.


[10]


NFAT pathway Express NFAT-GFP, add SMs,[a] followed by iono-
mycin to trigger pathway; fix. Score for fraction of
signal in the nucleus.


[11]


Nuclear export Express FOXO1-GFP in cells lacking PTEN. Add
SMs,[a] incubate, Fix. Score for fraction of signal in
the nucleus.


[12]


[a] SM = small molecules. [b] A genome-wide RNAi library was screened in
parallel, 36 h incubation.


34 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 33 – 39


T. J. Mitchison



www.chembiochem.org





scoring morphology and cytotoxicity. However, it is an ongoing
research challenge to determine how much information rele-
vant to small-molecule effects is contained in images of cells
and how this information can be automatically extracted. Ex-
amples of automated scoring of imaging data are described in
refs. [9, 13] , and I will discuss a new approach to broadly ex-
tracting relevant information below.


Cytological Profiling


It became evident from our screening projects that fluorescent
images of cells contained far more information than that we
were actually using to score the screen. This point was exem-
plified when we used small molecules with known mecha-
nisms to calibrate cell responses in a centrosome-duplication
screen.[9] Those observations prompted the question, how
much information on cell physiology is present in fluorescence
images of cells, and how can we extract this information to un-
derstand the phenotypic effect of a small molecule? To begin
addressing this question systematically, we developed a cyto-
logical-profiling approach.[14] Use of automated microscopy to
profile small-molecule action had been investigated previously
by using a limited number of probes and scoring for expected
cell effects.[9, 13, 15] Our idea was to use a larger number of
probes, to exhaustively quantify images on a cell-by-cell basis,
and to investigate the statistical significance of the resulting
numerical data in a hypothesis-independent manner. We ex-
pected that the results could quantify expected and unexpect-
ed effects of small molecules and provide information that was
complementary to biochemical data.


As a test set to develop cytological profiling of small mole-
cule action, we assembled 90 small molecules with known bio-
logical effects (“drugs”), choosing drugs expected to perturb
human cancer cells in culture and including several groups of
two to seven drugs with similar mechanisms. These included
topoisomerase inhibitors, ribosome poisons, histone deacetyl-
ase inhibitors, microtubule poisons, and kinase inhibitors with
various specificities. We added ten more drugs as blinded sam-
ples, choosing either drugs from the test set at different con-
centrations, or bioactive small molecules of unknown mecha-
nism. These blinded samples were used to evaluate the suc-
cess of our method. A key feature in the design of the experi-
ment was dose-response information. Small molecules are ex-
pected to bind to more targets in cells as their concentration
increases. Even for binding to a single target, various cell path-
ways may respond differentially to the degree of saturation of
that target. Cell responses at a phenotypic level are thus ex-
pected to change, and become more complex, as dose increas-
es. We used a concentration range of 66 pm–35 mm for each
drug, which typically covered the range between no effect at
the low dose and the onset of nonspecific effects at the high
dose. We chose one time point (20 h) and one cell line (HeLa,
a human cancer cell) to keep the study manageable. Additional
time points and different cell types would add mechanistic in-
formation in future studies. The 20 hour time point is long
enough that secondary responses to a drug could develop,


mediated by transcriptional changes, for example. For the cy-
tological-profiling experiment, cells were cultured in 384-well
plates, treated with small molecules for 20 h, then fixed and
stained with various fluorescent probes.


A key question in a profiling experiment of this kind is what
probes to use, and what descriptors to collect. This question
can be thought of in two ways, hypothesis-dependent and
hypothesis-independent. In the former, one would choose
probes and descriptors to look for specific biological effects
that were expected in the experiment, such as toxicity, differ-
entiation, mitotic arrest, etc. In the latter, one would choose a
broad range of probes to cover both expected and unexpect-
ed biology, and measure as many descriptors as possible for
each probe, without trying to predict which probe would be
most useful, or which descriptors had known biological mean-
ing. Because our drugs covered a large range of mechanisms,
and because we hoped to detect “off-target” effects (effects
due to perturbation of cell systems that do not correspond to
the expected mechanism), we chose the hypothesis-indepen-
dent approach. We selected probes somewhat arbitrarily so as
to visualize a broad range of nuclear and cytoskeletal struc-
tures, as well as key signaling pathways (Figure 3, below). They
included antibodies to phosphorylated states of signaling pro-
teins, which provide information on pathway activity. For each
probe, we collected all the single-cell descriptors that were
easy to measure, including integrated fluorescence signal,
average signal, variance of signal, cytoplasm-to-nucleus ratio,
shape factors, number of spots, etc. In some cases the descrip-
tor might have obvious biological meaning (e.g. , integrated
signal from the DNA stain DAPI, which measures DNA content
per cell), and in other cases it might not (e.g. variance of DAPI
signal). Our plan was to use clustering analysis to tell us retro-
spectively which probes and descriptors provided useful infor-
mation on drug mechanism, and which did not. In practice we
found that all the probes and descriptors were useful, and
omitting any of them reduced the power of our analysis. We
were surprised by this apparent nonredundancy of our descrip-
tors, and further investigation is required to determine why de-
scriptors with no obvious biological meaning are contributing
useful data.


Using automated microscopy, we collected nine images per
well (~8000 cells in total). This number was chosen so as to
broadly sample each well, including the middle and sides, in
case cell response was variable across the well. The cells were
approximately confluent; this made it difficult to identify their
outlines. Instead we identified individual nuclei, and then de-
fined the cytoplasm as an annulus around each nucleus. For
each cell and probe, we measured several descriptors that de-
scribed fluorescence in the nucleus and cytoplasm, for a total
of 93 descriptors from 11 probes. The full study was performed
in duplicate and generated ~109 descriptor measurements in
total. We then developed a statistical method to convert de-
scriptor measurements into Z-scores for differences between a
drug-treated well and control wells (DMSO-treated wells on
the same 384-well plate) to normalize for any plate-to-plate
variation in staining. These Z-scores were visualized as heat
plots of Z-value versus drug concentration for each descriptor.
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Figure 3 illustrates the heat plot for camptothecin, a topoiso-
merase inhibitor that caused DNA-strand breaks. To the left
(low drug concentrations) most wells are the same as the con-


trol, with occasional colored pixels representing noise. As drug
concentration increases, many descriptors become significantly
different from the controls. This presentation allows us to visu-
alize 93 separate dose-response curves in a single image, and
we collected 100 such profiles in duplicate in the full study.
For ~60 drugs that caused strong changes in a number of de-
scriptors, the heat plot was very similar in the duplicate experi-
ment, as measured by eye and by comparison of the duplicate
sets by using unsupervised clustering, and we averaged Z-
scores for further analysis. For ~40 drugs that caused few
changes, the profiles were dominated by a small number of
bright pixels at random positions. These were not reproducible
between duplicates, and presumably represent noise intro-
duced in processing or imaging the wells. These drugs either
lack targets in HeLa cells, or perturbation of their targets did
not cause biological effects that were detected by our probes.
They were omitted from further analysis.


The next issue was how to meaningfully compare profiles
for different drugs. When comparing drugs, phenotypic effect
and potency are separate issues. It is easy to measure potency
from profiles like Figure 3, since the EC50 is simply the titration
value at which many of the descriptors change from no differ-
ent from control to significantly different. A sharp transition of
this type was observed for all of the drugs that gave a strong
signal (~60). To compare phenotypes while ignoring potency,
we developed a titration-invariant similarity score (TISS), based
on comparing pairs of heat plots over a series of left and right
shifts on the concentration axis. The shift with maximum simi-
larity was used to compute the TISS score, and the degree of
similarity was used for unsupervised clustering (Figure 4). We
then applied two criteria to test if our clustering had produced
useful information. First, we asked if it had grouped together
drugs that are known to have similar effects on cells, even
though their structures are very different. The literature mecha-
nism for each drug is annotated on the left in Figure 4, and
success in grouping drugs by mechanism is demonstrated
when boxes on one vertical line are grouped together. We
were highly successful in clustering drugs with several mecha-
nisms, including DNA damaging drugs, histone deacetylase in-
hibitors, and microtubule poisons. In one case, ribosome inhib-
itors, a group of related drugs that are potent and presumably
fairly specific failed to cluster well. In this case, we suspect that
the cell response to ribosome inhibition differs according to
the detailed biochemical mechanism of each inhibitor. Second,
we asked how well the blinded compounds (denoted by blue
bars in Figure 4) clustered with their duplicate from the test
set or with similar drugs, and found that eight out of eight of
the blinded drugs of known mechanism did so. Since blinded
drugs at one concentration clustered next to the same drug at
a different concentration, this test demonstrates the success of
TISS, and proves that we could infer mechanism of a novel
drug if we had a similar drug to compare it to. For the two
bioactive compounds of truly unknown mechanism, one (aus-
tocystin, a fungal poison) grouped with RNA and protein-syn-
thesis inhibitors, and one (concentramide, a synthetic com-
pound that perturbs zebrafish development) did not generate
enough nonzero Z-scores to cluster; this suggests that HeLa


Figure 3. Dose-response profile for campthothecin from a cytological-profiling
experiment. This heat plot profiles the response of HeLa cells to increasing
concentrations of the topoisomerase inhibitor camptothecin. On the y axis are
a series of descriptors measured on a cell-by-cell basis. The text describes the
macromolecule that the probes bind to. Fluorescent small molecules were used
to detect DNA (DAPI) and actin (rhodamine-phalloidin). Antibodies labeled with
fluorochromes were used in an indirect immunofluorescence protocol to detect
the other proteins. Phospho-x refers to an antibody that binds specifically to a
phosphorylated epitope on the protein. On the x axis are increasing drug con-
centrations (13 concentrations in a 3 � dilution series from 66 pm to 35 mm).
The color intensity represents the Z-score from a statistical test comparing de-
scriptor values from cells in a treated well to cells in control wells on the same
plate. Red indicates a positive deviation from control values, and green a neg-
ative deviation. Black indicates no statistically significant difference from con-
trols. Each pixel in the heat plot represents the average Z-score for single wells
from two duplicate experiments. For each well, nine nonoverlapping images
were collected, and descriptors measured for ~8000 cells. Each well was
stained with DAPI (blue channel) plus two other probes (green and red chan-
nels), so a single experiment required five sets of plates to cover all 11 probes.
Note that at low drug concentrations most descriptors are not different from
controls (Z-score~0), while at high drug concentration many descriptors are
different from controls. The approximate EC50 value (potency) of the drug is
that at which many descriptors change from like control to different. For
details see ref. [14] .
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cells might not express its target. Although this project is only
a first effort toward systematic cytological profiling, we con-
clude that the approach will be useful for measuring drug effi-
cacy and specificity at the level of cellular phenotype in both
academic and commercial drug discovery.


To further illustrate the kind of information cytological profil-
ing plus TISS provided in this experiment, consider the case of
cyclin-dependent kinase (CDK) inhibitors. Five CDK inhibitors
were included in our study, representing all of the drugs in this
class sold by Calbiochem (Scheme 1). Because of strong ho-
mology in the kinase gene family, ATP-competitive kinase in-
hibitors typically inhibit a spectrum of different kinases, with
different EC50s; this makes therapeutic drug development in


this area challenging. Kinase inhibitors are thus expected to
show complex dose-response behavior at the phenotypic level,
as increasing concentration causes inhibition of more kinases
in the cell. Cytological profiling as a function of dose should
be especially useful in measuring this kind of phenotypic com-
plexity. In our study, three of the CDK inhibitors (green boxes
in Figure 4 and Scheme 1) clustered close together; this indi-
cated similar phenotypic effects as a function of dose, while
two others (red boxes) clustered away from the green group
and from each other. These data suggest that the green mole-
cules share a similar spectrum of targets in the cell, while the
red molecules have different target spectra. Inspection of the
structures rationalizes this observation, since the green mole-


Figure 4. Comparing phenotypic effects of drugs by clustering analysis. Dose-response profiles (as shown in Figure 3) for ~60 drugs that gave strong responses
were compared by using an algorithm that measures similarity independently of potency (Titration Invariant Similarity Score). TISS scores were used for unsuper-
vised clustering. A dendrogram of similarity is shown top right, and a matrix plot representing the TISS values for all pair-wise comparisons in the middle. Darker
pixels indicate stronger similarity. In the line plot on the left, each drug is assigned to a mechanistic class according to the literature and manufacturer’s informa-
tion. Clustering of squares on a single line indicates success in grouping the drugs in that class. Note that the clustering succeeded in grouping together all mem-
bers of several mechanistic classes, including topoisomerase inhibitors, histone deacetylase inhibitors, and microtubule drugs. The blue squares represent drugs that
were blinded during the analysis, and used to measure success in clustering. The colored boxes indicate 5 cyclin-dependent kinase inhibitors whose structures are
shown in Scheme 1. For details see ref. [14].
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cules are highly related in structure, while the red molecules
are quite different. In this case, phenotypic effects mapped to
chemical structure in a predictable way, but it is easy to imag-
ine a different result in a structure–activity experiment, with a
small change in chemical structure causing a large change in
phenotype. Data like those in Figure 4 and Scheme 1 could be
useful during drug development, to relate biochemical mea-
surements to phenotypic effects in structure–activity studies, a
key step in early-stage therapeutic drug discovery.


Conclusion and Prospects


As the instrumentation for automated microscopy improves, it
will become possible to collect larger data sets of high-quality
images of fixed cells and also to image large numbers of cells
expressing GFP-tagged proteins over time in order to observe
dynamic behavior directly. Although many challenges remain,
software for automated image analysis is also improving rapid-
ly; this allows us to convert large data sets of cell images into
numbers that can be used to score for a desired effect in
screening applications, or to broadly describe cell phenotypes
in profiling applications. What does the future hold in terms of
discoveries that might be made with these technologies?


In the area of therapeutic drug discovery, it is clear that au-
tomated microscopy can be used effectively for primary high-
throughput screening (HTS) of chemical libraries. Phenotypic
screening is currently less popular than pure protein screening
in commercial drug discovery, despite the fact that the initial
leads for many therapeutic drug classes historically came from
some kind of phenotypic information. The high information
content of automated microscopy, the possibility of screening
on small numbers of human primary cells, and the potential
for discovery of new targets as well as new ligands make the


technology worth considering for primary HTS. Cyto-
logical profiling, in which the number of small mole-
cules investigated is smaller, but the information con-
tent is much higher, is well suited for the hit-to-lead
phase of commercial drug discovery; here hundreds
or perhaps thousands of small molecules must be
evaluated rapidly for their potential to serve as leads
for medicinal chemistry. It should be especially useful
for relating biochemical activity to phenotypic effects
in programs in which specificity is a challenge, such
as kinase and histone deacetylase inhibitors. Cytolog-
ical profiling provides information that is in principle
complementary to other multidimensional profiling
methods, such as transcript profiling,[16] comparison
of cytotoxicity across multiple cell lines,[17] and syn-
thetic interaction analysis.[18] Combing these types of
data-rich analyses should help solve the difficult
problem of predicting the biological effect of drugs
prior to clinical trails.


Automated microscopy will be equally useful in
scoring genetic- or pseudo-genetic screens, notably
genome-wide RNAi screens that are now becoming
feasible in Drosophila and human cells. The human
genome contains ~25 000 genes, a small number by


HTS standards, but large for conventional microscopy. We re-
cently performed a screen for inhibition of cytokinesis, using
small-molecule and genome-wide RNAi libraries in parallel,
scoring for accumulation of binucleate cells.[8] Application of
profiling methods to RNAi screens will add rich, quantitative
annotation to databases of gene function. Perhaps the area
where automated microscopy will have the largest impact is
systems biology, the study of integrated behavior of whole
biological pathways. Since systems biology is concerned with
kinetic behavior of pathways in cells, and variation in response
between different cells, analysis of individual cells over time is
important, and automated microscopy makes this feasible
across sample sizes that achieve statistical significance. Sys-
tems-level understanding will be essential if we hope to pre-
dict the effects of small molecules on cells (and people) in
silico, and thus lower the time and cost of therapeutic drug
discovery. Automated microscopy is only one of the tools that
will be needed in the near future to improve the rate of dis-
covery of bioactive small molecules, and their optimization
into therapeutic drugs, but I hope this article makes the case
that it will be an important one.
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Scheme 1. Structures of the five different cyclin-dependent kinase (CDK) inhibitors used in
the cytological profiling study. The three drugs in the green box clustered close together
(green boxes in Figure 4), while the two drugs in the red boxes clustered far from the green-
box drugs and from each other (red boxes in Figure 4). Thus the green-box drugs had very
similar phenotypic effects, while the red-box drugs had diverse effects. Note: the green-box
drugs are similar to each other in structure, while the red-box drugs are structurally diverse.
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Chemical Approaches to Controlling
Intracellular Protein Degradation
John S. Schneekloth, Jr. and Craig M. Crews*[a]


Introduction


A major goal of post-genomic research is to understand and
control the function of specific proteins within the proteome.
The fields of genetics, genomics, and chemical genetics at-
tempt to study this problem from two fundamentally different
approaches. The traditional genetic approach or genomic anal-
ysis involves the observation of a particular phenotype, identi-
fication of the molecule(s) responsible for that phenotype, and
subsequent analysis and manipulation of the corresponding
genetic sequence. In contrast, chemical genetics attempts to
use small molecules as probes to perturb signaling pathways
at the molecular level in the hopes of identifying novel pro-
teins responsible for a particular phenotype. These two distinct
approaches (among others) have yielded huge advances in the
understanding of protein function. Despite their differences,
these fields share the same strategy of inactivation of a protein
to study its function.


Regulation of protein expression can be described as occur-
ring on three basic levels. First, at the genetic level, the
strength of a promoter determines the level of a particular
gene product. Second, at the post-transcriptional level, stability
of mRNA levels lead to increased production of a protein. Fi-
nally, at the post-translational level, modifications such as gly-
cosylation, phosphorylation, or degradation significantly affect
both intracellular levels and the activity of a protein. The most
effective way to study the function of a protein has traditional-
ly been to observe the phenotypic change in its absence.
Therefore, methods at each of these three levels have been de-
veloped to disrupt protein expression. Many ways to control
protein function are known, including inducible transcription[1]


and methods that affect post-translational modifications[2–4] or
inhibit degradation.[5] Although these methods are effective,
they are fundamentally different from strategies that lower
protein levels post-translationally. As genetic knockout meth-
odology is well understood, this review focuses on recent ad-
vances in protein inactivation at the post-translational level,
specifically comparing novel chemical and biochemical meth-
ods to the post-transcriptional method of inactivation, RNA
interference (RNAi).


Post-transcriptional Inactivation (RNAi)


RNAi, also known as post-transcriptional gene silencing, has
become a widely used method to inactivate a gene of interest.
The phenomenon of RNAi was first observed when it was
found that only a few molecules of double-stranded RNA
(dsRNA) could largely suppress specific gene expression, as


first seen in C. elegans,[6] then later in plants and mammalian
cells.[7–13] Believed to be a conserved evolutionary method of
gene silencing, the technique has garnered widespread inter-
est in the biological community due to its myriad applica-
tions.[7–13] (For reviews, see refs. [14–17].)


As it has been studied extensively, the mechanism of RNAi is
relatively well understood (Scheme 1). RNAi is initiated when
dsRNA is recognized by the Dicer enzyme, an RNAse III-like


enzyme that processes the dsRNA into duplex short interfering
RNA (siRNA) of approximately 22 nucleotides.[18] The siRNA is
then separated into single strands and bound by the RNA-
induced silencing complex (RISC).[19] RISCs activated with the
antisense siRNA strand can bind to complimentary mRNA from
the gene of interest and cleave it, thus silencing its expression.
After cleavage, the antisense RNA:RISC complex is then free to
degrade other copies of the mRNA. RNAi is therefore catalytic,
and only a small number of molecules are necessary to knock
down a gene.


A number of advantages of RNAi stem from its specificity
and potency. In practice, programming a RISC with the appro-
priate antisense mRNA can silence almost any gene of interest.


[a] J. S. Schneekloth, Jr. , Prof. C. M. Crews
Departments of Molecular, Cellular, and Developmental Biology,
Chemistry, and Pharmacology, Yale University
New Haven, CT 06520 (USA)
Fax: (+ 1) 20-432-6161
E-mail : craig.crews@yale.edu


Scheme 1. Mechanism of RNA interference (RNAi). Double-stranded RNA is rec-
ognized by the Dicer enzyme and cleaved into 22-nucleotide siRNA fragments.
These fragments are then separated by RISC, which associates with the anti-
sense mRNA for the gene of interest to make an active complex. The RISC :
mRNA complex cleaves the mRNA, resulting in gene silencing.
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The effects of RNAi spread throughout an organism to parts
that were not originally treated; this limits the amount of
dsRNA that is necessary. RNAi has the advantage that it is rela-
tively easy to perform as compared to genetic knockout stud-
ies, and often results in an identical phenotype. RNAi has been
shown to be effective in many in vitro assays and in vivo
animal studies, and is currently being evaluated for its clinical
efficacy in human disease. Through impressive amounts of re-
search, it has become clear that RNAi is an extraordinarily pow-
erful tool for cell biology, and has potential for use in the
clinic.


While these advantages have made RNAi a boon to cell biol-
ogists, it falls short in several areas. First, RNAi does not neces-
sarily result in a complete knockout of the gene of interest as
a genetic knockout would. Second, highly stable proteins that
have already been synthesized are not effectively silenced by
this technique—RNAi only prevents further synthesis of a pro-
tein, not destruction of existing copies. Third, RNAi does not
allow for fine temporal control over protein expression levels.
Once introduced into a cell, the RNAi constitutively depresses
levels of the target mRNA. Fourth, it is often necessary to test
a number of target templates for any particular RNAi experi-
ment. Because it is not completely understood how RISC asso-
ciates with siRNA and recognizes mRNA, not all the sequences
chosen are effective in silencing a gene. In addition to these
biochemical disadvantages, a number of “off-target” phenotyp-
ic effects of RNAi have also been discovered. Among these
effects are the nonspecific activation and suppression of a
number of genes, including the interferon pathway. These
shortcomings indicate that other methods of protein inactiva-
tion could prove useful in areas where RNAi is not applicable.


Post-translational Inactivation


A number of techniques have been developed to disrupt pro-
teins in vivo at the post-translational level. These other tech-
niques complement RNAi, as they can potentially be
used to study proteins that are inaccessible by RNAi
analysis. Post-translational approaches to protein in-
activation, in contrast to RNAi, destroy a protein after
it has been synthesized. These approaches funda-
mentally differ from RNAi by destroying existing
copies of the protein of interest, rather than preclud-
ing new protein synthesis. For example, proteins
with a long half-life may not necessarily be vulnera-
ble to RNAi, because preventing new synthesis of a
protein would not affect the function of existing
copies already present within the cell. On the other
hand, such proteins could be studied by means of
post-translational degradation (knock down).


Most reported post-translational approaches to
protein inactivation utilize the cell’s own regulated
degradation pathway, the ubiquitin-proteasome
pathway. The ubiquitin-proteasome pathway (UPP) is
the main pathway for ATP-dependent protein degra-
dation within the cell.[20] A cascade of enzymes re-
sults in the covalent attachment of ubiquitin, a 76-


amino-acid polypeptide, to the amine functionality of lysine
residues on a target protein. Following attachment of the ini-
tial ubiquitin, additional ubiquitins are added to lysine residues
of the ubiquitin molecule itself resulting in a multiubiquitinat-
ed target protein. A protein that is labeled with at least four
ubiquitin molecules is recognized by the 26S proteasome,
unfolded, and threaded into the proteolytic chamber of the
proteasome where it is proteolyzed. As the central role of the
UPP is the controlled degradation of intracellular proteins, a
number of groups have attempted to use this pathway to
induce the degradation of normally stable proteins. Ap-
proaches to use the UPP to induce selective protein degrada-
tion include use of fusion proteins to artificially ubiquitinate
target proteins as well as synthetic small-molecule probes to
induce proteasome-dependent degradation.


Biochemical Approaches to Protein
Degradation


One of the first attempts to induce selected protein degrada-
tion in vivo took advantage of chimeric proteins that were ca-
pable of inducing the degradation of protein targets that are
normally stable in vivo.[21–23] This approach entailed the use of
an F box protein engineered to contain a binding domain for
the target protein. F-box-domain-containing proteins are
known to exist as complexes with E3 ubiquitin ligases. Thus,
once expressed in the cell, the chimeric F Box protein would
recruit the target protein to the E3 ligase complex, ultimately
leading to ubiquitination and degradation of the target
(Scheme 2).


Initially, the system chosen to study chimeric-protein-
induced degradation involved the retinoblastoma protein (RB).
RB is a protein that is crucial to cell-cycle regulation and
known to have a long half-life; these make it an excellent
system to study for degradation. In order to target RB for deg-
radation by a chimeric-protein approach, an appropriate RB-


Scheme 2. Chimeric F-box approach to biochemical protein degradation. In the wild-type E3
ligase, the F box recognizes the target protein, which is then ubiquitinated and ultimately
degraded. If a binding domain for a target protein is engineered into the F box, a protein
that is normally stable may be artificially ubiquitinated and degraded. E3 = E3 ubiquitin
ligase complex; Ub = ubiquitin; F = F-box-containing protein ; BP = binding protein, recogni-
tion domain for the target protein.
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binding domain needed to be selected. It is known that the 35
N-terminal residues of the E7 protein encoded by human pap-
illomavirus type 16 (E7N) bind selectively to RB.[24–26] E7N was
therefore chosen as the binding domain for RB in the chimeric
protein. The E3 ligase SCF is actually a multicomponent com-
plex comprised of Skp1, cullin, and F-box proteins.[27] It was hy-
pothesized that E7N could be fused to the F box/WD40 repeat
of a known component of SCF, resulting in a heterobifunction-
al chimeric protein. When expressed, the E7N domain of the
chimeric F-box protein would complex with RB. This complex
would mimic a wild-type protein associating with the E3 ligase
and so result in the ubiquitination and degradation of RB.


Both in yeast and mammalian cells, the constitutively ex-
pressed construct successfully degraded RB in vivo.[21–23] This
effect was measured by direct observation of a decrease in the
level of RB in human osteosarcoma SAOS-2 cells. Additionally,
SAOS-2 cells cotransfected with RB and the chimeric F-box pro-
tein were observed to enter the cell cycle, while growth arrest
was observed in cells transfected only with RB. It was clear
that RB degradation induced by the chimeric protein effective-
ly inhibits RB function. These results confirm that chimeric F-
box proteins can effectively be used to induce the degradation
of a normally stable target protein.


Since the binding domain of the engineered F-box protein
could, in principle, be varied, stably expressed chimeric pro-
teins could be useful as a method to degrade other proteins
of interest. While this method has potential, it involves signifi-
cant biochemical manipulation of the cells of interest. Addi-
tionally, the chimeric proteins need to be constitutively ex-
pressed to observe degradation, thus eliminating the possibili-
ty of fine temporal control over protein expression. Although
proven useful in model studies, this method may not necessari-
ly be as useful with poorly understood protein systems or
animal studies, since disruption of endogenous SCF complexes
could also lead to undesired toxic effects.


Chemical-Genetics Approaches to Protein
Degradation


Chemical-genetics approaches to protein degradation to date
have used small molecules as biological probes to induce pro-
tein ubiquitination and degradation. These small-molecule
probes are designed in a way similar to chemical inducers of
dimerization[28, 29] and consist of a ligand for the target protein
connected to another ligand via a linker. Chemical probes can
then induce complexation between two proteins to result in a
desired biological effect. These probes are prepared by using
traditional synthetic methods and used by means of addition
to cells as drugs.


The use of small molecules serves as an alternative to bio-
chemical strategies and has several advantages over other ap-
proaches. Although production of these probes requires syn-
thetic preparation, minimal biochemical manipulation of the
cells is necessary. This decreases the chance that an undesired
effect could result from the introduction of a fusion protein.
Additionally, drug-like molecules that induce protein degrada-
tion offer the possibility of temporal control over protein ex-


pression, while RNAi and biochemical methods only allow for
the constitutive depression of protein levels. Such control
would be an asset to the study of proteins, for example within
a particular phase of the cell cycle or during certain stages of
early embryonic development. A drug-like small molecule ca-
pable of inducing the inactivation of a protein of interest upon
addition to cells or administration to an animal could be very
useful as a biochemical reagent. In addition, such molecules
could potentially lead to a new paradigm for the treatment of
diseases by removing pathogenic or oncogenic proteins. As
such, a number of approaches to using small molecules to
induce the degradation of a targeted protein in vitro and in
vivo have been reported.


Geldanamycin Derivatives


Geldanamycin (GM), an ansamycin natural product, was origi-
nally identified as an antiproliferative agent[30] inhibiting cells
transformed by the v-src oncogene.[31, 32] Its structural complexi-
ty was of significant interest to the synthetic community, and,
as such, the total synthesis of GM[33] and several closely related
alkaloids[34–37] were reported. This synthetic work opened the
possibility of synthesizing a number of analogues. Although
GM was originally proposed to be a src-kinase inhibitor, it was
eventually found to bind specifically to the heat shock protein,
Hsp90.[38]


Hsp90 has a number of biological functions, mainly acting
as a chaperone that assists in the refolding of damaged pro-
teins in response to cellular stress. Inhibitors of Hsp90, includ-
ing the ansamycin class of natural products, have been shown
to exert their cytotoxicity by inducing the proteasome-depen-
dent degradation of several Hsp90 substrates.[39–43] Among
these substrates are members of the src kinase family and the
HER (Human Epidermal growth factor Receptor) -related family
kinases. It had been determined that simply inhibiting Hsp90
resulted in the nonspecific degradation of many Hsp90 sub-
strates. With this in mind, it was hypothesized that an appro-
priately functionalized GM derivative could initiate specific
degradation by associating with only one of the Hsp90 sub-
strates.


In order to test this hypothesis, a number of derivatives
were synthesized, including geldanamycin dimers[44] with link-
ers of varying lengths, bifunctional geldanamycin–estradiol[45]


hybrids, and geldanamycin–testosterone hybrids.[46] Geldana-
mycin dimers were predicted to specifically degrade HER-
family kinases. Synthetic geldanamycin–estradiol hybrids were
predicted to selectively degrade the estrogen receptor (ER) via
the UPP, while geldanamycin–testosterone hybrids were simi-
larly predicted to be selectively cytotoxic to androgen receptor
(AR) dependent cells.


Despite a surprising dependence on the nature of the linker
connecting the two molecules,[44] GM derivatives were largely
successful in conferring specific degradation. A GM dimer com-
prised of two GM units and a 1,4-diaminobutane linker was
found to be the most effective. This dimer displayed an IC50


for HER-2 degradation comparable to the natural product,
while showing a tenfold decrease in degradation of Raf-1
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(another Hsp90 substrate) and a fourfold decrease in activity in
growth-inhibition assays in the breast-cancer cell line, MCF-7.
Other derivatives were similarly active, while negative controls,
such as a chemically deactivated analogue, effectively dis-
played no activity.


A GM–estradiol hybrid was similarly effective in selective
degradation of ER.[45] Results indicated that, in MCF-7 cells, a
GM–estradiol hybrid consisting of a trans-but-2-ene linker se-
lectively induced the degradation of ER while leaving other
Hsp90 substrates largely intact. Encouragingly, the GM–testos-
terone hybrid also behaved as expected. The compound dis-
played an IC50 value comparable to the natural product GM
against the LAPC4 and LNCaP androgen-dependent cell lines,
while having a tenfold increase in IC50 against non-androgen-
dependent cells as compared to GM itself. Taken together,
these data suggest that geldanamycin derivatives are quite ef-
fective in selectively inducing the degradation of certain specif-
ic Hsp90 substrates over other Hsp90 substrates.


These results were particularly encouraging because they
represent an advance toward an improved therapeutic index
for breast-cancer and prostate-cancer treatments. It has been
well established that, in certain types of breast and prostate
cancers, ER and AR, respectively, are overexpressed and that


abrogation of ER/AR activity is a valid approach for the treat-
ment of these diseases.[47] Drugs that selectively inactivate
these proteins could be very useful and would represent novel
approaches for the treatment of prostate and breast cancers.


Although the GM-hybrid results were promising, the ap-
proach still left room for improvement. Geldanamycin is a
highly complex natural product requiring a large number of
synthetic steps to produce. Even with efficient access to the
geldanamycin core, the GM hybrids only allow for the degrada-
tion of specific, targeted HSP90 substrates and probably would
not be effective in degrading proteins that are not normally
degraded in an Hsp90-dependent fashion. Despite speculative
evidence provided by the authors, details about the specific
mechanism of action of these bifunctional molecules are elu-
sive. Without a discrete mechanism of action, it is difficult to
ascertain the true scope of this technology. However, the obvi-
ous successes in this area indicate that new attempts to specif-
ically degrade proteins of interest are still warranted.


Proteolysis-Targeting Chimeric Molecules
(PROTACS)


Our group has recently reported the design and synthesis of
several molecules that directly induce the proteasome-mediat-
ed degradation of targeted proteins within cells.[48–50] Proteoly-
sis-targeting chimeric molecules (PROTACS) function by form-
ing a complex between the target protein and an E3 ubiquitin
ligase. The heterobifunctional molecule is comprised of a rec-
ognition element for the target, a linker, and a recognition ele-
ment for an E3 ligase. Upon treatment, the target protein can
then be artificially induced to become polyubiquitinated, and
subsequently degraded by the proteasome (Scheme 3). In con-
trast to the geldanamycin approach, these molecules directly
induce the ubiquitination of the target protein, and are not
dependent on a chaperone protein.


Scheme 3. Function of a PROTAC molecule. The PROTAC molecule induces
complexation between the target protein and the E3 ubiquitin ligase. Once in
a complex, the target protein is ubiquitinated and degraded. This approach
requires no biochemical manipulation of the E3 ligase.
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The PROTAC approach has been shown to be effective in a
number of systems. Because it was unclear whether or not this
approach would be effective in vivo, attempts were first made
to induce selective protein degradation in vitro. Initially, meth-
ionine aminopeptidase (MetAP-2)[51] was chosen as a target.
Having previously identified MetAP-2 as the cellular target of
fumagillin,[52] an antiangiogenic natural product, we elected to
use fumagillin as the recognition element for MetAP-2
(Scheme 4). The IkBa phosphopeptide[53, 54] was chosen as a


recognition element for the E3 ubiquitin ligase SCF,[55] similar
to the E3 ligase studied by Howley in his biochemical ap-
proach to protein degradation,[21–23] Upon treatment of Xeno-
pus frog extracts with the fumagillin-based PROTAC, we were
able to observe, by immunoblot analysis, the covalent attach-
ment of the PROTAC to the target and the subsequent protea-
some-mediated degradation of the protein–PROTAC adduct
over a 30 minute time course.


Having shown that recruitment of a target protein to the
proteasome could effectively induce its degradation in vitro,
we next tested whether a PROTAC would be effective in vivo.
Inhibition (and therefore degradation) of MetAP-2 was known
to result in cytotoxicity, therefore a separate in vivo system
was necessary. We consequently studied two other target–
ligand pairs : dihydrotestosterone (DHT)–AR and estradiol–ER.


As these were both well-understood systems with implications
in prostate[47] and breast[56] cancers, respectively, we anticipat-
ed that they would be excellent models to study the action of
a PROTAC molecule. DHT–IkBa and estradiol–IkBa PROTACS
were synthesized,[49] and subsequent testing clearly indicated
that upon microinjection into HEK 293 cells, the PROTAC mole-
cules initiated the degradation of green fluorescent protein
(GFP) fusions of the estrogen receptor and androgen receptor,
respectively.


Although these results were encouraging, the
PROTAC design containing a diphosphate was unlike-
ly to be cell permeable, and therefore not broadly
useful. In addition, recognition of the E3 ligase is de-
pendent on the phosphorylation state of the IkBa


peptide, and phosphatases could therefore render
the PROTAC inactive. With these concerns in mind,
we next developed a PROTAC containing all the ele-
ments necessary for in vivo activity upon incubation
with cells.


The new design included a polyarginine molecular
transporter,[57] which mimics the HIV-Tat[58] and anten-
napedia[59] proteins to ensure membrane permeabili-
ty. Additionally, a seven-residue polypeptide fragment
of the hypoxia-inducible factor 1a (HIF1a)[60] was
used as the E3 ubiquitin ligase-recognition element.
Under normoxic conditions, proline 564[61] (the cen-
tral proline in our sequence) of HIF1a is oxidized by
a proline hydroxylase. The E3 ligase complex bTrCP
selectively binds the oxidized form of HIF1a, and in-
duces its degradation.[62, 63] To incorporate these new
design elements, we synthesized two new PROTAC
molecules. Having successfully shown that a DHT–
IkBa PROTAC could degrade a GFP–AR fusion protein
upon microinjection, we synthesized a DHT–HIF-
based cell-permeable PROTAC.[48] Additionally, a
target–ligand pair of AP21998–FKBP12 was chosen.
FKBP12, an immunophilin originally identified as the
binding protein for the natural product FK506, has
been studied extensively as a drug target. As a result
of these studies, a number of small-molecule ligands
for FKBP12 have been developed. AP21998 has been
developed as a small-molecule ligand that binds


exclusively to a mutant form of FKBP12 with no appreciable
binding to the wild-type protein.[64, 65] The well-understood
AP21998–mutant FKBP12 system provided an opportunity to
study a protein that is orthogonal to all other proteins within
the cell. Thus, degradation of the mutant FKBP should have no
effect on wild-type protein function.


We were pleased to find that both the DHT- and AP21998-
HIF1a-based PROTACS showed significant degradation of GFP–
AR and GFP–FKBP (mutant) simply upon addition to cells
(Scheme 5). Importantly, fusion proteins were chosen as initial
targets for ease of analysis, but the approach does not require
any biochemical manipulation of the cells. Along these lines,
similar molecules consisting of fumagillin- and estrogen-de-
rived “small-molecule proteolysis inducers” have been reported
to be capable of inducing the degradation of MetAP-2 and ER,


Scheme 4. Structures of PROTAC molecules. A) fumagillin-based PROTAC. B) DHT-based
PROTAC. C) AP21998-based PROTAC. Each PROTAC contains a target ligand, a linker, and an
E3 ligase-recognition domain. Polyarginine tags are included for cell permeability. S* = phos-
phorylated serine.
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respectively.[66] Interestingly, these compounds, nearly identical
to the PROTAC molecules described above, were shown to be
cell permeable without a polyarginine molecular transporter.
These results represent an important advance, as we now have
access to molecules that can “chemically knock out” a protein
of interest, simply upon addition to cells.


While the PROTAC approach has proven to be successful,
the potential for improvement remains. The presence of a pep-
tide region of the molecule suggests that it would not be easy
to produce on a large scale, neither would it necessarily be
stable within the cell. The most desirable solution to this prob-
lem would be to invoke a small-molecule ligand for an E3
ubiquitin ligase, although currently there are few, if any, exam-
ples in the literature.


Issues of design improvement aside, small molecules that
induce the degradation of a selected protein in vivo could
have significant use in a chemical-genetic screen. A screen
could be organized such that cells would be treated with a li-
brary of PROTAC molecules comprised of a common E3 ligase
recognition domain (such as the HIF1a peptide) with a chemi-
cal-diversity element introduced in the target-ligand region.
This library could then be screened for activity in a cell-based
assay, such as selective cytotoxicity to carcinomas or intracellu-
lar degradation of a fluorescently tagged target. Once a hit is
obtained, it would be trivial to use the target ligand in an af-
finity column to identify the protein and/or pathway that is
being disrupted by degradation. A chemical-genetic screen
could potentially help identify new therapeutically vulnerable
protein targets, a major challenge of post-genomic research.


Conclusion


A wide number of techniques have been explored to study
protein function by means of inactivation. Approaches have
ranged from more traditional genetic knockout studies to
small molecules that specifically degrade a target protein upon
treatment. Although genetic knockout and RNAi are more es-
tablished techniques, novel chemical approaches potentially


offer solutions to problems that other methods
cannot overcome. Chemical approaches to degrade
selectively proteins of interest validate a successfully
degraded protein as pharmacologically vulnerable,
while screens could yield novel protein targets for
the study of signal transduction or the treatment of
disease. It is important to note that post-translational
methods of controlling protein levels complement
other techniques such as RNAi. Early experiments
have indicated that chemical techniques can be
useful, but not much is known about the true poten-
tial for this approach. It is clear from these early ef-
forts that more work is needed to determine the true
scope and applicability of chemical approaches to
protein degradation.
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Protein Chemistry on the Surface of Living Cells
Nils Johnsson,*[a] Nathalie George,[b] and Kai Johnsson*[b]


Introduction


The cell surface plays a key role in a variety of complex biologi-
cal processes ranging from signal transduction to cell–cell and
host–pathogen interactions. Proteins that act as receptors,
channels, transporters, or enzymes that build and remodel the
extracellular matrix play the most prominent role in these ac-
tivities. The detailed in vivo characterization of its proteins is
therefore an important prerequisite for understanding the biol-
ogy of the cell surface in molecular terms.


As the surfaces of cultured cells are freely accessible to
chemical treatment, the labeling of their proteins with synthet-
ic molecules appears as an attractive strategy to equip them
with probes that allow for their functional characterization.
However, to guarantee specificity in the labeling, the protein
of interest must harbor a unique reactivity that distinguishes it
from all other biomolecules present on the cell surface. Such a
unique reactivity can arise in a very few cases from the intrinsic
properties of the protein itself, but in the majority of the cases
one has to resort to molecular tricks to provide individual pro-
teins with unique reactivities. One such approach is the so-
called metabolic oligosaccharide engineering, which was pio-
neered by the group of Carolyn Bertozzi.[1, 2] Here, cells are fed
with unnatural azide-containing monosaccharides that are in-
corporated by the cellular biosynthetic machinery into glyco-
conjugates and subsequently transported to the cell surface.
By using phosphine derivatives, the azido-glycoproteins can
then be modified by Staudinger ligation on the cell surface
with a large variety of different probes. The azide can be con-
sidered as a bio-orthogonal handle that can be selectively de-
rivatized even in living organisms without affecting other cellu-
lar components.[3] However, a drawback of the approach for
the study of individual proteins is that the incorporation of the
unnatural monosaccharide is relatively unspecific, leading to
the promiscuous labeling of different glycoconjugates and gly-
coproteins.[4] One ingenious way to restrict the incorporation
of bio-orthogonal functional groups to individual (cell-surface)
proteins in living cells is the incorporation of unnatural amino
acids by using nonsense codon suppression; this was intro-
duced as a general approach by the group of Peter G.
Schultz.[5, 6] To incorporate unnatural amino acids into cell-sur-
face proteins in living cells, the suppressor tRNA charged with
the unnatural amino acid has to be introduced into cells


through microinjection, electroporation, or the use of trans-
fection reagents.[7–9] Recently, the Schultz group has created
unique tRNA/aminoacyl-tRNA synthetase pairs that expand the
number of genetically encoded amino acids in Escherichia coli
and Saccharomyces cerevisiae, thereby allowing for the specific
incorporation of selected unnatural amino acids in vivo.[10, 11]


For example, an amino acid with a keto group was site-specifi-
cally incorporated into the outer-membrane protein LamB of
E. coli and then subsequently labeled with fluorophores by in-
cubating the cells with the corresponding hydrazide deriva-
tives.[12] Clearly, the possibility to endow proteins with unnatu-
ral amino acids in living cells opens up exciting possibilities for
functional studies of cell-surface proteins. However, more gen-
eral applications of the technology will depend on its estab-
lishment in different cell types and multicellular organisms.


An alternative approach to labeling proteins with specific
probes is by expressing them as a fusion to a peptide or pro-
tein tag that equips the protein of interest with a new func-
tionality.[13] The tetracysteine tag and the protein O6-alkylgua-
nine-DNA alkyltransferase (AGT) are two promising examples
that were designed for the covalent modification of intracellu-
lar proteins.[14–17] Consequently, these protein tags are not nec-
essarily suitable for applications in the oxidizing environment
of the cell surface. The tetracysteine tag is a short peptide con-
taining four neighboring cysteines that can be specifically la-
beled with biarsenical derivatives inside living cells.[14, 15] Its ap-
plication on cell surfaces requires the reduction of the other-
wise oxidized and unreactive cysteines of the tag by using
membrane-impermeable reductants such as 2-mercapto-
ethanesulfonate and tris(carboxyethyl)phosphine.[15] Since this
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The interplay between carbohydrates, lipids, and proteins deter-
mines the stability and flexibility as well as the adhesive and re-
sponsive features of the surfaces of all cells. The molecular under-
standing of the interactions among and between the different
classes of these biomolecules is rudimentary at best, a lack of


suitable experimental methods being the major reason. Here we
discuss a new approach for the specific labeling of fusion pro-
teins of carrier proteins with synthetic compounds on cell surfa-
ces and describe how this approach can be used to investigate
the properties of the labeled molecules.
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treatment will also reduce the disulfide bridges of most cell-
surface proteins, it will automatically perturb many of their ac-
tivities. The labeling of AGT fusion proteins on the other hand
relies on the alkylation of a cysteine of AGT with O6-benzylgua-
nine derivatives.[16] While we have previously shown that AGT
fusion proteins can principally be displayed in an active form
on cell surfaces or viral particles, the requirement for a reactive
cysteine makes AGT fusion proteins also sensitive to the oxida-
tive environment of cell surfa-
ces.[17, 18] Specific cell-surface la-
beling can also be achieved by
expressing the protein of inter-
est as a fusion protein with a
polypeptide that is recognized
by a biotin ligase such as
BirA.[19] Addition or coexpression
of biotin ligase results in the
selective biotinylation of the
fusion proteins. However, the
attachment of fluorophores or
other useful probes requires the
incubation of the biotinylated
proteins with the correspond-
ingly tagged avidins or strepta-
vidins; this makes the labeling
less direct and noncovalent. The
noncovalent labeling of cell-sur-
face proteins can alternatively
be achieved by expressing them
with an oligohistidine tag and
incubating the corresponding
cells with probes comprising a
chromophore together with a
metal-ion-chelating nitrilotriace-
tate (NTA) moiety.[20] This moiety
binds reversibly to the oligohis-
tidine sequences that are dis-
played by the fusion proteins.
The feasibility of the approach
has been demonstrated by
binding NTA–chromophore con-
jugates to oligohistidine fusion proteins of a ligand-gated ion
channel and a G protein-coupled receptor.[20] Possible draw-
backs of the approach are the modest stability of the com-
plex and unspecific binding of the NTA derivate to other
proteins.


In summary, despite the recent progresses in the specific la-
beling of cell-surface proteins there is still a generally acknowl-
edged need for robust procedures that allow for a specific and
covalent labeling of cell-surface proteins with chemically di-
verse compounds. In this article we present a very recently de-
veloped labeling strategy that promises to overcome some of
the limitations of the current approaches. Here, the protein of
interest is fused to an acyl carrier protein (ACP), and the fusion
protein is then specifically labeled with CoA derivatives
through a post-translational modification catalyzed by phos-
phopantetheine transferase.


Carrier Proteins and Phosphopantetheine
Transferases


Carrier proteins (CPs) are integral components of various pri-
mary and secondary metabolic pathways. These pathways in-
clude fatty acid synthesis, nonribosomal peptide synthesis,
polyketide synthesis, and lysine biosynthesis.[21, 22] All CPs
harbor a phosphopantetheine (Ppant, Scheme 1) as a covalent-


ly attached prosthetic group. The Ppant serves as the attach-
ment site for the building blocks and intermediates (acetate,
propionate, butyrate, amino acid) of different pathways. The
different substrates are coupled as acyl thioesters to the free
SH group of Ppant (Scheme 1 B). Depending on the structure
of the bound substrate, CPs are named acyl carrier proteins
(ACPs), peptidyl carrier proteins (PCPs), or aryl carrier proteins
(ArCPs). The covalent attachment of Ppant to the CP is cata-
lyzed by a group of enzymes named phosphopantetheine
transferases (PPTases, Scheme 1 C).[23] PPTases use CoA as the
source for Ppant and attach it as a phosphodiester to an invari-
ant serine residue of the CP. Based on sequence identities and
substrate specificities, PPTases can be divided into three differ-
ent groups.[23] The first group comprises PPTases of about 120
amino acids in length that modify the ACPs of type II fatty acid
synthetase (FAS) and polyketide synthetase (PKS). PPTases from


Scheme 1. Carrier proteins and phosphopantetheine transferases. A) CP with bound phosphopantetheine ; B) Acylated
CP; C) Modification of CPs by PPTases ; D) Structure of ACP from E. coli.[33]
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this class possess relatively narrow substrate specificities, a rep-
resentative example being the PPTase AcpS, which modifies
ACP, from E. coli.[24] The second group of PPTases is character-
ized by their larger size, usually more than 240 amino acids,
and by the fact that their genes are usually associated with the
gene clusters of the nonribosomal peptide synthetases (NRPS).
The prototype of this class is the PPTase Sfp from Bacillus subti-
lis, which accepts as substrates not only PCPs from NRPS but
also ACPs of FAS and PKS.[23, 25] The overlapping substrate spe-
cificity of Sfp is in contrast to that of AcpS from E. coli, which
does not transfer the Ppant to the PCPs of the enterobactin
synthetase EntF from E. coli or other PCPs. PPTases of the third
group are part of the multidomain type I FAS, which transfers
Ppant to an ACP located in the same polypeptide as the
enzyme.


ACPs and PPTases as Tools in Cell-Surface
Engineering


Structural and biochemical studies have revealed that the b-
mercaptoethylamine group of CoA does not participate in the


recognition of CoA by PPTases or in the transfer of Ppant to
CPs.[26–29] For example, both the crystal structures of AcpS from
Bacillus subtilis and of Sfp have revealed that the b-mercapto-
ethylamine end of the phosphopantetheine arm of CoA does
not make any significant contacts with the synthase.[26, 27] Fur-
thermore, there is ample biochemical evidence that the b-mer-
captoethylamine group of CoA can be derivatized without af-
fecting the activity of CoA in its reaction with PPTases.[28, 29] This
lack of sensitivity with respect to the modification of the b-
mercaptoethylamine of CoA has been exploited by the group
of Michael Burkart to modify CPs of PKSs and NRPSs with a
variety of reporter groups using CoA derivatives of the type 1
and the PPTase Sfp (Scheme 2 A).[30] The goal of these experi-
ments was the detection and purification of recombinant PKSs
and NRPSs in order to track and quantify them. We applied the
same rational to use the derivatization of ACPs by PPTase as a
tool to selectively modify cell-surface proteins (Scheme 2 B).[31]


Since the main goal of our approach was to achieve specific
labeling of ACP fusion proteins on the surface of eukaryotic
cells, we first chose the ACP/PPTase pair from E. coli. As stated
above, the PPTase AcpS from E. coli possesses a relatively


Scheme 2. The ACP fusion technology. A) Structure of CoA derivatives used for the labeling of ACP fusion proteins on cell surfaces. The substrates can be used for
labeling with digoxigenin (CoA-Dg), biotin (CoA-Bt), Cy3 (CoA-Cy3), and Cy5 (CoA-Cy5) ; B) Mechanism of labeling ACP fusion proteins on cell surfaces. The star
represents the different labels.
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narrow substrate specificity with respect to ACPs. The enzyme
can be readily overexpressed and purified with a high activity
toward ACPs.[32] ACP from E. coli is a protein of only 77 residues
that folds into a compact structure of four a-helices
(Scheme 1 D).[33] The Ppant derivative is attached to Ser36 of
ACP. The protein contains no cysteines, thus avoiding a poten-
tial misfolding of secreted ACP fusion proteins due to unwant-
ed oxidations. When tested in vitro, ACP from E. coli is readily
modified by CoA derivatives, and the rate of the reaction is in-
dependent of the nature of the label.[31] At concentrations of
0.2 mm of AcpS, 1 mm ACP and 5 mm of the CoA derivative, a
typical labeling experiment is complete within 10 min, and the
reaction is nearly quantitative. The ACP-Sag1p fusion protein
serves as a representative example for the modification of a
protein on the surface of the yeast Saccharomyces cerevisiae.
Sag1p is the a agglutinin of yeast cells and is covalently at-
tached to the b-1,6-glucan of the cell wall via its modified gly-
cosyl phoshatidylinositol anchor. During the mating of yeast
cells of opposing mating types Sag1p of the a-cells binds to
the a-agglutinin Aga2p from a-cells.[34] For the construction of
the fusion protein, we replaced the natural signal sequence of
Sag1p with the signal sequence of the a-factor followed by
the coding sequence of the bacterial ACP. The combined addi-
tion of CoA derivatives of type 1 and ACPs resulted in the spe-
cific labeling of yeast cells expressing ACP-Sag1p (Figure 1 A).
The observed specificity and efficiency of labeling can be ra-
tionalized by two properties of the system. First, the cell sur-
face separates the cell-impermeable CoA derivatives and the
appropriate PPTase from host PPTase, host ACPs, and underiv-
atized CoA, thereby suppressing unwanted side reactions, such
as the labeling of internal ACPs and CPs. Second, bacterial
ACPs are not efficient substrates of eukaryotic PPTases.[35] This
feature minimizes unwanted phosphopantetheinylation of the
fusion protein before it escapes from the cytosol into the se-
cretory pathway. In addition to ACP-Sag1p, we have previously
shown that ACP attached C-terminally to the a-agglutinin re-
ceptor Aga2p (Aga2p-ACP) can be effectively labeled on the
surface of yeast.[31] Together, these experiments demonstrate
the flexibility of the ACP tag with respect to different orienta-
tions in the fusion protein. As the N and C termini of ACP
reside on the same side of the protein and are proximal to
each other, it is likely that ACP can also be inserted into the
loops of cell-surface proteins without dramatically perturbing
the structures of the host and the guest protein. ACP fusion
proteins can also be specifically labeled on the surfaces of
mammalian cells. In a first example, ACP was attached to the
exoplasmic N terminus of the human G protein-coupled recep-
tor neurokinin-1 (NK1).[31] G protein-coupled receptors (GPCRs)
represent an important class of therapeutic targets, and the
specific labeling of these proteins with spectroscopic probes
on live cells makes the technique an interesting starting point
for the development of functional cell-based assays.[36] As ob-
served for yeast, HEK293 cells transiently expressing ACP–NK1


could be marked with different fluorophores or affinity labels
whereas nontransfected cells were not labeled to any signifi-
cant extent (Figure 1 B). Very recently, it has also been shown
that PCP fusion proteins can be labeled specifically on the sur-


face of bacteriophage M13, further extending the number of
display hosts.[37]


Depending on the nature of the CoA derivative, a single
fusion protein can be used for a variety of different assays.
Fluorophores and affinity labels have been an obvious first
choice as ACP substrates, but crosslinkers, quantum dots,
caged compounds, or environmentally sensitive fluorophores
are exciting and straightforward extensions. Crucial for the
broad applicability of the approach is, therefore, the ease with
which the different CoA derivatives can be synthesized. For the
substrates listed in Scheme 2, the syntheses comprised only re-
actions of CoA with commercially available maleimide deriva-
tives followed by HPLC purification. If needed, more complex
CoA derivatives are accessible via synthetic routes developed
by the group of Drueckhammer.[38]


Beside their promiscuity toward different labels, ACP fusions
of cell-surface proteins can be used for studying the dynamics
of their distribution on and in the cell. Specifically, the mem-
brane impermeability of PPTases and CoA derivatives limits the
labeling to proteins that are already displayed on the cell sur-
face during incubation and leaves unlabeled those proteins
that are either still in the secretory pathway or already internal-
ized. This feature allows monitoring of the subsequent move-


Figure 1. Fluorescence labeling of ACP fusion proteins on cell surfaces. A) Fluo-
rescence micrographs of yeast cells expressing ACP-Sag1p. Cells were labeled
with biotin followed by incubation with commercially available CdSe quantum
dots conjugated to streptavidin (www.qdots.com). B), C) Labeling of HEK293
cells transiently coexpressing ACP-NK1 and enhanced green fluorescent protein
fused to a nuclear localization sequence (EGFP-NLS3). The nuclear green fluores-
cence identifies the transfected cells. The confocal micrographs show overlays
of fluorescence and transmission channels. B) Labeling with Cy3 by using CoA-
Cy3. C) Labeling with Cy5 by using CoA-Cy5.
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ment of the fusion protein from the plasma membrane to
other cellular locations. Furthermore, the controlled addition of
enzyme and substrate and their rapid removal permits a pre-
cise timing of the labeling. Thus, labeling reactions with differ-
ent fluorophores at different times can discriminate between
different generations of ACP fusion proteins in individual cells.
Of course, speed and a high efficiency of labeling are impor-
tant prerequisites for these applications. Our previous meas-
urements have indicated that the kinetics of the labeling of
ACP fusion proteins on cell surfaces are comparable to those
measured for the purified ACP.[31] Consequently, labeling can
be quantitative within a period of about 10 min, providing
that sufficiently high substrate and PPTase concentrations are
used.


Protein–protein interactions are as important for the func-
tion of extracellular proteins or domains as they are for intra-
cellular proteins. A logical extension of the ACP approach is
the specific labeling of two simultaneously expressed but dif-
ferent CP fusion proteins each with a different fluorophore.
Fluorescence resonance energy transfer could then be used to
detect the interaction between the two labeled fusion pro-
teins.[39] To achieve such a simultaneous but specific labeling of
two CP fusion proteins, PPTases with nonoverlapping substrate
specificities have to be employed. AcpS and EntD from E. coli
are examples of two PPTases with such specificities.[23] EntD
accepts the PCP domains of EntF as substrate but does not
modify ACP, whereas AcpS efficiently modifies ACP but does
not show any reactivity towards PCPs. As the two PPTases do
not discriminate between different CoA derivatives, the two
labeling reactions would have to be performed sequentially.


Although we believe that the labeling of ACP and PCP
fusion proteins is in particular attractive for applications on cell
surfaces, selectively modifying fusion proteins in cell extracts
might facilitate the biochemical analysis of complex processes
in vitro.[40] It was therefore instructive to evaluate the specifici-
ty of the labeling of ACP fusion proteins in cell extracts of eu-
karyotic cells. To this end, ACP from E. coli was C-terminally
attached to AGT and expressed as a cytosolic AGT–ACP fusion
protein in yeast. The expression level of the fusion was esti-
mated to be below 1 % of the total protein. After lysis, cell
extracts were incubated with AcpS and CoA-Bt or CoA-Dg
(Figure 2). Western blotting of the extracts and visualization by
using either anti-Dg antibodies or streptavidin confirmed that
only a single protein of the size of AGT–ACP was labeled by
this procedure (Figure 2). Along these lines, Walsh’s group has
biotinylated PCP fusion proteins using the PPTase Sfp in cell
extracts of E. coli and immobilized these proteins on streptavi-
din-coated glass slides.[40] These experiments further demon-
strate the specificity of the labeling of ACP or PCP fusion pro-
teins and point to interesting in vitro applications.


In summary, the PPTase-dependent modification of ACP
fusion proteins on cell surfaces of living cells with chemically
diverse compounds ideally complements existing approaches
for labeling proteins with synthetic molecules. Its main advan-
tages are the flexibility with respect to the nature of the probe
as well as the efficiency and specificity of the labeling. These
features should allow the approach to become a welcome


addition in the toolbox of chemical biologists and cell-surface
engineers.
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Direct Quantitation of Poly(ADP-
Ribose) Polymerase (PARP) Activity
as a Means to Distinguish Necrotic
and Apoptotic Death in Cell and
Tissue Samples


Karson S. Putt,[a] Gregory J. Beilman,[b] and
Paul J. Hergenrother*[a, c]


The ability to regulate cell death is essential to the life of a
multicellular organism, and two extremes on the cell-death
spectrum are apoptosis and necrosis. Apoptosis is an energy-
dependent cell-death program that enables the elimination of
unwanted cells at distinct times and through defined mecha-
nisms.[1–3] Because apoptosis occurs without spillage of cellular
contents into the extracellular environment, this death does
not lead to inflammation. In contrast, necrosis arises from
blunt traumatic injury, oxygen depravation, or other gross cel-
lular insult, and the rupture of the cellular membrane during
necrotic death provokes an inflammatory response.[4] Both


forms of cell death are observed in diseased tissue. For in-
stance, much of the neurodegeneration observed in Alzheim-
er’s disease, Parkinson’s disease, Huntington’s disease and
amyotrophic lateral sclerosis (ALS) probably arises from prema-
ture apoptosis,[5–7] while damage seen in hemorrhagic shock
and stroke patients can be due to massive necrotic death.[8] Al-
though apoptosis and necrosis represent two fundamentally
different forms of death, they can be quite difficult to distin-
guish experimentally. Typically, several hallmarks must be ob-
served before it can be conclusively stated that apoptotic
death has occurred.[9] These involve time-, labor-, and cost-in-
tensive procedures such as immunoblotting, flow cytometry,
and microscopy.[9]


The enzyme poly(ADP-ribose) polymerase-1 (PARP-1)[10–12] is
differentially processed in apoptosis and necrosis, and there-
fore its activity can potentially be used as a means of distin-
guishing these two forms of cell death (Scheme 1 A). In re-
sponse to mild DNA damage, PARP-1 catalyzes the formation
of ADP-ribose polymers (from NAD+) onto protein acceptors;
this response is part of the machinery that allows the DNA to
be repaired and the cell to be saved. In contrast, during more
severe DNA damage, the cell activates the apoptotic cascade,
and PARP-1 is cleaved by caspases into 89 and 24 kDa sub-


units; this separates the DNA-binding domain from the auto-
modification and catalytic domains, thereby inactivating the
enzyme.[13, 14] This PARP-1 inactivation most likely serves to pre-
vent futile cycles of DNA damage and repair, preserving cellu-
lar energy for apoptosis. Finally, extreme DNA damage leads to
massive PARP-1 activation that in turn depletes the cell of
NAD+/ATP and leads to necrotic cell death.[15] Thus, in cells
that die by apoptosis, PARP-1 is cleaved and inactivated, while
during necrotic cell death PARP-1 is highly activated
(Scheme 1 A). While the Western blot for cleaved PARP-1 and
the immunoblot for the presence of poly(ADP-ribose) are used
as biochemical hallmarks for apoptotic and necrotic death,[16]


Scheme 1. A) Opposing roles of PARP-1 in necrotic and apoptotic death. B) Chemical quantitation of NAD+ .
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respectively, such methods of analyses are neither convenient
nor allow for precise kinetic measurements. Furthermore, it is
impractical to use these blot techniques in a rapid diagnostic
mode for assessment of cell death in tissue samples. Described
herein is the application of a PARP-1 enzymatic assay to the
direct quantitation of PARP activity from cellular lysates allow-
ing for rapid and convenient detection and differentiation of
apoptotic and necrotic cell death.


As a prelude to the apoptotic/necrotic evaluations, experi-
ments were performed to test if PARP activity could be directly
detected from whole cells. Thus U-937 cells were treated with
either MNNG (N-methyl-N’-nitro-N-nitrosoguanidine) or H2O2,
two DNA-damaging agents known to induce PARP activity,[17, 18]


for various times, and PARP activity was monitored. PARP activ-
ity was detected through a chemical quantitation of NAD+


that has recently been utilized to assess the potency of PARP-1
inhibitors in vitro (Scheme 1 B).[19] As depicted in Figure 1, a
large increase in PARP activity is readily apparent after addition
of either MNNG or H2O2 ; hydrogen peroxide is known to be a
stronger necrotic inducer than MNNG.[20, 21] To determine if the
observed NAD+ processing could be ascribed directly to PARP
activity, trials were also conducted in the presence of a known
PARP-1 inhibitor. Addition of the inhibitor 4-amino-1,8-naptha-


limidine[22, 23] completely abolished the PARP activity (Figure 1);
this clearly implicates PARP in the NAD+ hydrolysis. Although
there are several PARP isozymes, PARP-1 accounts for the vast
majority of cellular PARP activity.[10]


To use the assay to quantitate apoptotic death, the U-937
cells were treated with etoposide (10 mm), a known apoptotic
inducer. At various times cells were lysed, and any full length
PARP-1 present was activated by the addition of 25 mm H2O2 ;
this concentration of hydrogen peroxide does not interfere
with fluorophore generation (see Supporting Information). As
indicated by the data in Figure 2, upon treatment with etopo-


side, PARP activity drops off sharply over time; this is
consistent with the known cleavage and inactivation
of PARP-1 during apoptosis. This decrease is inversely
correlated with the observed caspase-3 activity,
which shows the expected increase in such apopto-
tic cells.


The assay was also useful for detecting necrotic
cell death. Necrotic death was induced in U-937 cells
by the addition of MNNG (100 mm), a known necrosis
inducer.[16] After defined amounts of time, cells were
lysed, and H2O2 was added to activate any full-length
PARP that was present; PARP activity was then quan-
titated. As shown in Figure 2, upon treatment with
MNNG, significant PARP activity is observed at all
time points; this is indicative of full-length (and fully
active) PARP-1. As expected, no caspase-3-like activi-
ty was detected in these necrotic samples. These ac-
tivities correlate well with flow-cytometric analysis of
cell death under the same conditions (see Support-
ing Information). Thus, this activity assay of PARP in
whole-cell lysates is a simple, inexpensive, and con-
venient method for rapidly differentiating apoptotic


and necrotic death. In addition to U-937 cells, the assay can
also be successfully performed in HL-60 cells and SK-N-SH neu-
roblastoma cells, and probably many others.


As a final demonstration of this assay, PARP activity was di-
rectly detected from liver and muscle tissue of a pig that had
hemorrhagic shock induced by a 35 % bleed; necrotic cell
death and PARP-1 activation are hallmarks of such trauma.[24, 25]


Baseline samples (taken before induction of shock) and sam-
ples after 90 minutes of hemorrhagic shock were analyzed. To
assess PARP activity, tissue samples were homogenized, protein
levels were normalized, and samples were added to the wells


Figure 1. Direct quantitation of PARP activity. U-937 cells were treated with a DNA-damag-
ing agent (H2O2 or MNNG), and PARP activity was quantitated in the presence or absence of
the PARP-1 inhibitor 4-amino-1,8-napthalimidine. Error bars represent standard deviations
from the mean.


Figure 2. The PARP activity assay readily distinguishes apoptotic and necrotic
cell death. Apoptotic death was induced with etoposide, and both PARP and
caspase-3-like activity were monitored. As expected, a large increase in cas-
pase-3-like activity was observed (closed blue triangles) ; the PARP activity assay
showed a corresponding decrease in PARP activity (closed red triangles) consis-
tent with the known cleavage and inactivation of PARP-1 in apoptosis. Induc-
tion of necrotic death with MNNG also gave high amounts of PARP activity
(open red circles) and no caspase-3 activity (open blue circles). Error bars repre-
sent standard deviations from the mean.
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of a 96-well plate. After addition of NAD+ , the plates were in-
cubated at 37 8C for 30 minutes, at which point the PARP activ-
ity (based on the amount of NAD+ remaining) was assessed by
the fluorescence assay. As shown in Figure 3, post-shock sam-


ples from both tissue types displayed a marked increase in
their PARP activity. Based on these results, it is quite likely that
this direct PARP assay can be used in a diagnostic mode for
the rapid and simple detection of necrotic death in animal
tissue samples.


Given the central role of apoptotic and necrotic cell death in
a host of disease states, it is essential to have rapid and reliable
protocols to assess cell-death pathways; current assays can be
time-consuming, labor-intensive, and expensive. We have de-
veloped a rapid and simple method to distinguish apoptotic
and necrotic cell death based on the direct assessment of
PARP activity. This assay requires no specialized reagents and is
also effective in whole animal tissue; this indicates that it
might be useful as a research or clinical diagnostic tool. This
direct PARP activity assay thus serves as a facile method to dif-
ferentiate necrotic and apoptotic cell death.
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Figure 3. Analysis of PARP activity from liver and muscle tissue of pigs before
and after induction of hemorrhagic shock.
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Site-Specific in vivo Labeling of
Proteins for NMR Studies
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Studies of biological macromolecules by NMR spectroscopy
become increasingly difficult as the molecular weight of the
molecule of interest increases, due to signal overlap and signal
reduction resulting from faster transverse relaxation. Partial
and uniform 2H-, 13C-, and 15N-labeling of proteins combined
with heteronuclear, multidimensional NMR experiments[1] can
overcome these problems to some extent and has allowed the
structure elucidation of proteins with molecular weights of
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30 kDa.[1, 2] The development of transverse relaxation optimized
spectroscopy (TROSY)[3] has extended the limit of solution NMR
studies to systems as large as 900 kDa.[4, 5] Ultimately the reso-
nances in large proteins become impossible to resolve even at
the highest-available magnetic fields. In many cases, including
solution studies of protein–ligand interactions, protein confor-
mational changes, and enzyme catalysis, it would be sufficient
to only assign residues of an active site or a ligand-binding site
by using, for example, the SEA-TROSY experiment.[6] The ability
to introduce one or several site-specific NMR labels at defined
locations in a protein would greatly simplify the assignment
problem.


To obtain sufficient quantities for NMR measurements, most
isotopically labeled proteins are recombinantly expressed in
E. coli by using minimal media in combination with 13C glu-
cose, 15N ammonium salts, and deuterium oxide. Strategies for
the more selective incorporation of isotopes include feeding
experiments with labeled amino acids in defined media,[1b]


often by utilizing auxotrophic bacterial expression strains, “re-
verse isotope” labeling,[7] segmental labeling by trans-splic-
ing,[8] total and semisynthesis by chemical ligation,[9] and cell-
free expression systems with chemically aminoacylated sup-
pressor tRNAs.[10] Although site-specific incorporation of isoto-
pic labels into a protein has been demonstrated by the last
method,[10b] the production of milligram quantities sufficient
for NMR measurements can be difficult. Here, we present a so-
lution to this problem based on unnatural amino acid muta-
genesis[11] that allows for the site-specific incorporation of iso-
topically-labeled amino acids in vivo.


Previously, we demonstrated that a Methanococcus janna-
schii tyrosyl tRNA/tRNA-synthetase pair (MjTyrRS/tRNACUA) is or-
thogonal in E. coli, that is, neither the tRNA nor the synthetase
cross reacts with endogenous E. coli tRNAs or synthetases. The
specificity of this and other orthogonal tRNA-synthetase pairs
has been evolved to allow the selective and efficient incorpo-
ration of a number of unnatural amino acids in response to
nonsense and frameshift codons, including keto, sugar, azido,
alkynyl, and photocrosslinking amino acids.[12] In order to selec-
tively introduce an isotopically labeled amino acid into a pro-
tein in E. coli by this method, the amino acid must be structur-
ally distinguishable from the common 20 amino acids by the
mutant aminoacyl tRNA synthetase. This difference cannot rely
on the isotope itself, since the wild-type synthetase for any
particular common amino acid would incorporate the corre-
sponding isotopically substituted amino acid throughout the
protein. However, a methoxy group is sufficient for the transla-
tional machinery of E. coli to differentiate it from phenylala-
nine, tyrosine, and other natural amino acids, yet it is small
enough to minimize structural perturbations within the protein
of interest. Therefore a methylated 15N-labeled tyrosine deriva-
tive 2 was initially used and synthesized from commercially
available material 1 in four steps and an overall yield of 76 %
(Scheme 1). The reaction sequence consists of a Boc-protection
of the amino group (Boc2O, Et3N, dioxane/H2O), simultaneous
methylation of the hydroxy and the carboxy group (MeI,
K2CO3, DMF), removal of the Boc group (HCl, MeOH), and a
subsequent saponification of the ester (NaOH, MeOH/H2O).


To incorporate 2 into proteins at unique sites, we employed
an orthogonal TyrRS/tRNACUA pair that genetically encodes p-
methoxylphenylalanine in E. coli. This tRNA-synthetase pair has
been used to incorporate p-methoxylphenylalanine into dihy-
drofolate reductase with high fidelity and efficiency.[13] Here,
we use this tRNACUA/TyrRS pair to selectively incorporate iso-
topically labeled 2 into sperm whale myoglobin, a monomeric
153-residue heme that has been the focus of a large number
of structural, mechanistic, and protein-folding studies.[14] Myo-
globin is therefore an attractive model system to test this ap-
proach. To produce site-specifically 15N-labeled myoglobin, the
fourth codon (Ser4) was mutated to the amber stop codon
TAG and a C-terminal 6 � His tag was added. In the presence of
the mutant MjTyrRS, tRNACUA, and 2 (1 mm in liquid minimal
media), full-length myoglobin was produced with a yield of
1 mg L�1 after purification by Ni-affinity chromatography, and
judged to be >90 % homogeneous by SDS-Page and Gelcode
Blue staining. In the absence of 2 no myoglobin was visible;
the fidelity for the incorporation of 2 is >99 % (Figure 1).


The purified protein was dialysed against 50 mm phosphate
buffer (pH 5.6) and concentrated to give 0.5 mL of a 55 mm


NMR sample (H2O/D2O 90 %:10 %).[10b] A similar sample was pre-
pared with unlabeled p-methoxyphenylalanine. Both samples
were used in 1H,15N HSQC experiments that were acquired
with 64 t1 increments and 512 scans per increment on a Bruker
Avance 600 at 300 K. The spectrum of the 15N-labeled protein
shows a single amide correlation peak at 8.86 ppm (1H chemi-
cal shift) for the amide proton and 120.6 ppm (15N chemical
shift) for the amide nitrogen resonance. The same region of a
1H,15N HSQC experiment acquired under identical conditions


Scheme 1. Synthesis of 15N-labeled p-methoxyphenylalanine (2).


Figure 1. Gelcode Blue-stained SDS-PAGE gel of purified 15N-MeOPhe-myo-
globin. Lane 1 contains protein expressed in minimal media in the presence of
1 mm 2 ; lane 2 contains a sample expressed in the absence of 2.
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for the unlabeled myoglobin sample shows no correlation
peak (Figure 2).


In summary, we have demonstrated that genetically encod-
ed isotopically labeled amino acids can be used to obtain
amounts of site-specifically labeled proteins sufficient for NMR
studies. Since our in vivo expression system uses defined mini-
mal media, it is expected that, in addition to incorporation of
the 15N label, fully or partially deuterated or 13C-labeled protein
samples of large proteins can be produced. One can also iso-
topically label additional positions in p-methoxyphenylalanine
or other unnatural amino acids. The production of site-specifi-
cally labeled proteins should also be possible in yeast.[15] Ulti-
mately, this methodology should facilitate detailed studies of
larger proteins, protein–ligand interactions, protein conforma-
tional changes, and mechanisms of enzyme catalysis. More-
over, this in vivo labeling technique may allow in-cell NMR ap-
plications by enabling the observation of a particular protein
in the context of other macromolecules.[16]


Experimental Section


To express protein, plasmid pBAD/JYAMB-4TAG containing the
mutant sperm whale myoglobin gene (constructed in our laborato-
ry) on an arabinose promoter and a rrnB terminator, tyrosyl
tRNACUA on a lpp promoter and a rrnC terminator, and a tetracy-
cline resistance marker were cotransformed with a pBK vector ex-
pressing the mutant synthethase and a kanamycin resistance gene
into DH10B E. coli. Cells were amplified in LB media (5 mL) supple-
mented with tetracycline (25 mg L�1) and kanamycin (30 mg L�1),
washed with PBS, and being used to inoculate GMML (500 mL)
with the appropriate antibiotics, 2 (1 mm), and arabinose (0.002 %).
Cells were grown to saturation and then harvested by centrifuga-


tion. The protein was purified by Ni-affinity chromatography, yield-
ing 15N-labeled myoglobin (~0.5 mg).
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The bacterial ribosome is the primary target for many classes
of antibiotics including the aminoglycosides, tetracyclins, mac-
rolides, and oxazolidinones, all of which interact predominantly
with ribosomal RNA (rRNA), thereby interfering with cellular
protein synthesis.[1, 2] These antibiotics bind selectively to RNA
sites that harbor unique sequence signatures that distinguish
bacterial from eukaryotic targets. The aminoglycoside antibiot-
ics of the related neomycin B and paromomycin classes, for ex-
ample, induce translational miscoding by recognizing specifi-
cally the bacterial 16S rRNA at the decoding site, which differs
by two bases from the eukaryotic sequence (Figure 1).[3, 4] In
contrast, the aminoglycoside hygromycin B binds to a site that


is conserved among bacteria and eukaryotes,[3] inhibiting pro-
tein synthesis indiscriminately in organisms from both lineag-
es.[5] Consequently, hygromycin B, which blocks ribosomal
translocation without causing significant miscoding,[5, 6] is toxic
to eukaryotes and thus not used in anti-infective therapy. The
binding sites of paromomycin and hygromycin B are located
immediately adjacent to each other, within helix 44 of 16S
rRNA,[3, 7, 8] which plays a key role for mRNA decoding[4, 8] and
has been implicated in movements during translocation.[7, 9, 10]


X-ray crystallographic studies on the whole ribosomal 30S sub-
unit, individual domains of rRNA, and antibiotic complexes
thereof have revealed three-dimensional structures of paromo-
mycin and hygromycin B in complex with their RNA tar-
gets.[7, 8, 11] Comparison of the individual aminoglycoside com-
plexes shows that the binding sites of paromomycin and hy-
gromycin B are partially overlapping at the position of the
U1406·U1495 base pair (Figure 1 b, c). Mutations at these resi-
dues conferring resistance to either aminoglycoside, in agree-
ment with the structural data, have been described.[12]


In this report, we outline an approach to develop novel lead
structures based on aminoglycoside-hybrid ligands that were
conceived to bridge between the paromomycin and hygromy-
cin B binding sites in helix 44 of bacterial rRNA and thereby
potentially interfere with ribosomal function. To obtain such
bridging RNA binders, we designed compounds that combined
the neamine core moiety of neomycin B, which is known to
confer bacterial decoding-site-specific RNA binding, along with
substituents at the 1- and 6-positions of the 2-deoxystrepta-
mine (2-DOS) ring, which were chosen to project into the hy-
gromycin B binding site (Figure 1 c). In the superimposition of
the rRNA complexes of paromomycin and hygromycin B, the
aminoglycosides overlap at the 2-DOS moieties, which adopt
almost identical orientations, shifted by approximately 3 �
along the RNA helix. Ramakrishnan and co-workers have noted
that this displacement corresponds exactly to the distance be-
tween neighboring residues in the RNA helix.[8] This observa-
tion, along with the wide conservation of the 2-DOS moiety
among natural aminoglycosides, emphasizes the role of the 2-
DOS ring system as a privileged scaffold for RNA recogni-
tion.[13]


Structural studies on aminoglycoside–RNA complexes have
revealed that the 1- and 3-amino groups of 2-DOS are predom-
inantly involved in RNA base recognition.[7, 11, 14] The hydroxy
groups in the 4-, 5-, and 6-positions are often linked to addi-
tional sugar moieties. Many aminoglycosides of the potent neo-
mycin and kanamycin classes of antibiotics carry a glucos-
amine-based substituent at the 4-position. The minimal amino-
glycoside core structure of neamine, consisting of 2-DOS,
linked at the 4-position to 2,6-diaminoglucose (Figure 1), inter-
feres with protein synthesis at nanomolar concentration and
shows moderate antibacterial potency (Table 1).[15] Removal of
the 5-hydroxy group leads to enhanced activity of the resulting
5-deoxyneamine against aminoglycoside-resistant bacteria
(Table 1).[16] Since the 2,5-dideoxystreptamine (2,5-dDOS) core
of 5-deoxyneamine is readily available, we used it as a starting
material for the synthesis of the novel RNA binders described
herein (Figure 1 d).
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Based on the overlap of the 2-DOS moieties of paromomycin
and hygromycin B in the crystal structures,[7, 8, 11] we designed
several series of 2,5-dDOS N1 and O6 derivatives, which were
conceived to extend the interactions of the compounds with
RNA into the hygromycin B binding site (Figure 1 d). Specifical-
ly, we synthesized O6-alkyl, O6-alkylamine, O6-acetamide
(Tables 1 and 2), as well as N1-alkyl and N1-amide derivatives
(Table 3).


Two different approaches were pursued in parallel to synthe-
size the desired deoxyneamine analogues. The first route re-
quired the independent synthesis of two appropriately func-
tionalized components, the optically active 2,5-dDOS mono-
acetate 2 and a protected form of the activated glucosamine
3, as shown in Schemes 1–3, and 6, below. The second ap-
proach was a modification of a more linear route, reported by
Mobashery and co-workers,[17] that allowed differentiation of


the amine moiety at the 1-posi-
tion for further functionalization
(Schemes 4, 5, and 7, below).


Specifically, epoxidation of cy-
clohexa-1,4-diene with 3-chloro-
peroxybenzoic acid (mCPBA), fol-
lowed by syn-stereoselective ep-
oxide opening with hydrazine,
after Pd-catalyzed hydrogena-
tion, produced the desired
meso-2,5-dDOS (Scheme 1), as
previously described.[18] Protec-
tion of the amines as the corre-
sponding azides was achieved
by the action of triflic azide
under CuSO4 catalysis,[19] furnish-
ing diazo diol 1. Transformation
of the two hydroxy groups to
acetates, followed by enzymatic
resolution with Novozym 435[20]


resulted in the formation of
monoacetate 2. The relative ste-
reochemistry of 2 was establish-
ed by the concurrent synthesis
of 5-deoxyneamine 7 via two dif-
ferent routes, the one presented
in Scheme 2 (below), as well as
by deprotection of the natural
neamine-derived advanced inter-
mediate 24 (Scheme 4, below),
and direct comparison of these
compounds. Coupling[20] of 3
with 1 produced the desired
a,a-anomer in 74 % yield after
chromatographic purification.
Staudinger reduction of the
azides followed by hydrogenoly-
sis of the benzylic ethers furnish-
ed 4 in excellent overall yield
(for analytical data see the Sup-
porting Information).


Incorporation of benzylic-type functionalities at the 6-posi-
tion, which potentially exploit p-stacking interactions at the
binding site, dictated a protection strategy not based on re-
ductive cleavage for the 3’- and 4’-hydroxy groups. Treatment
of the previously described[21] diol 5 with PMB-Cl (PMB = 4-me-
thoxybenzyl) and sodium hydride in DMF furnished the corre-
sponding di-PMB ether in quantitative yield (Scheme 2). Cou-
pling with 2 followed by saponification of the acetate pro-
duced alcohol 6. The parent aminoglycoside 5-deoxyneamine
(7) was synthesized by oxidative cleavage of the PMB-ethers in
6 followed by Staudinger reduction of the azides. Comparison
of 7 with deprotected 24, obtained from neamine by a semi-
synthetic route (Scheme 4, below), provided verification of the
absolute stereochemical configuration of 7 and hence 2. Alky-
lation of the 6-hydroxy group in 6 was performed by utilizing
chlorides (a–d, inset, Scheme 2), sodium hydride and catalytic


Figure 1. a) Hygromycin B, a 5-substituted N3-methyl-2-deoxystreptamine aminoglycoside that inhibits translation in
bacteria and eukaryotes. Paromomycin and neomycin B are 4,5-disubstituted 2-deoxystreptamine (2-DOS) aminogly-
cosides that interfere specifically with bacterial protein synthesis. The paromamine and neamine core structures,
which are comprised of 2-DOS linked to a glucosamine moiety, are common to many potent aminoglycoside antibi-
otics. b) Secondary structure of the bacterial decoding-site internal loop and flanking sequences of helix 44 in 16S
rRNA. Residues that are specific to the bacterial sequence are shown in bold. Nucleotides involved in aminoglycoside
binding sites are in colored boxes (blue : paromomycin/neomycin B binding site; orange : hygromycin B binding site).
c) Three-dimensional structure of the bacterial decoding-site RNA in complex with paromomycin[7] (blue sticks) and
superimposed with hygromycin B bound to helix 44[8] (yellow and orange sticks). The 2-DOS moiety of hygromycin B
(yellow) overlaps with the 2-DOS in paromomycin whose 1- and 6-positions are indicated. RNA bases, dark gray ;
sugar-phosphate backbone, light gray with phosphate groups in pink. d) 2,5-Dideoxystreptamine (2,5-dDOS) deriva-
tives described here, which contain the 5-deoxyneamine core, were designed to bind in a bridging mode between the
paromomycin/neomycin B and hygromycin B binding sites of helix 44.


ChemBioChem 2005, 6, 58 –65 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 59



www.chembiochem.org





tetra-n-butylammonium iodide (TBAI), producing the benzylic-
type ethers in very good yields. The same two-step deprotec-
tion sequence furnished the 5-deoxyneamine analogues 9 a–d.
The derivatives 15 e and 15 f were conceived to evaluate po-
tential H-bonding interactions in proximity to the 6-hydroxy
group. These analogues were obtained by alkylation of alcohol
10[22] with triflates 11 e and 12 f, synthesized from the corre-
sponding azido alcohols 11 and 12,[23] followed by removal of
the protecting groups.


The 5-deoxyneamine derivatives 18 a–m (Scheme 3) were
synthesized to explore the potential for simultaneous occupa-
tion of the paromomycin and hygromycin B binding sites. Ally-
lation of the 6-hydroxy group in 10[22] followed by ozonolysis
and reductive work-up, furnished aldehyde 16 in excellent
yield. Reductive amination of 16 with a variety of commercially
available (c–e, g–i, k) as well as synthetically accessible (a, b, f,
j, L, m, Scheme 3)[24] amines resulted in the formation of ana-
logs 18 a–m, after deprotection.


Table 1. Structure–activity relationships for 2,5-dideoxystreptamine O6-ether derivatives.


Compound Structure Compound Structure Compound Structure
BIVTIC50 BIVTIC50 BIVTIC50


MIC[a] MIC[a] MIC[a]


7 15 f 18 f
0.25 1.7 0.94
16/4 64/64 64/64


18 a 15 e 18 j
1.4 1.8 1.7


>64/32 64/32 64/64


18 b 18 k 18 d
1.0 0.39 1.0


64/32 32/16 >64/32


18 l 9 b 18 e
4.3 13 3.4


>64/32 >64/>64 >64/64


18 m 9 a 18 g
4.5 77 0.32


>64/32 >64/>64 64/16


4 9 c 18 i
68 180 0.89


>64/8 >64/>64 32/8


9 d 18 h
0.37 Neamine[b] 44 2.2
16/8 >64/>64 64/32


18 c
0.032 Neomycin[b] 0.55
1/0.1 4/16


[a] BIVTIC50 : concentration [mm] required for 50 % inhibition in a bacterial in vitro transcription assay, calculated as the average of six replicate experiments
for each compound (�10 %). MIC: minimum inhibitory concentration [mg mL�1] , determined as the average of triplicate measurements in serial dilution
against E. coli (strain ATCC-25922, first value) and Staphylococcus aureus (strain ATCC-25923, second value). Assays were performed as previously de-
scribed.[28] [b] For structures of the natural aminoglycosides see Figure 1 a.
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Table 2. Structure–activity relationships for 2,5-dideoxystreptamine O6-acetamide derivatives.


Compound Structure Compound Structure Compound Structure
BIVTIC50 BIVTIC50 BIVTIC50


MIC[a] MIC[a] MIC[a]


7 42 f
0.25 2.6
16/4 >64/8


42 d 42 e 42 l
49 >200 26


n.d. n.d. >64/>64


42 i 42 j 42 k
>200 20 >200
n.d. >64/>64 n.d.


42 m 42 h 42 g
32 >200 >200


>64/>64 n.d. n.d.


42 b 42 c 42 a
14 43 76


>64/>64 n.d. n.d.


[a] See footnote to Table 1.


Table 3. Structure-activity relationships for 2,5-dideoxystreptamine N1-derivatives.


Compound Structure Compound Structure Compound Structure
BIVTIC50 BIVTIC50 BIVTIC50


MIC[a] MIC[a] MIC[a]


7 43 c 43 i
0.25 75 160
16/4 n.d. n.d.


39 43 b 43 d
100 3.3 87
n.d. >64/32 n.d.


38 43 a 43 f
100 3.8 11
n.d. 64/16 64/>64


35 43 h 43 g
>200 23 140
n.d. >64/>64 n.d.


37 43 e
1.9 60


64/>64 n.d.


[a] See footnote to Table 1.


ChemBioChem 2005, 6, 58 –65 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 61



www.chembiochem.org





Our molecular-modeling studies indicated that modification
of the N1 amino group might provide access to the hygromy-
cin B binding site (Figure 1 c). For the synthesis of N1 deriva-
tives, a synthetic strategy developed by Mobashery and co-
workers was followed.[17] Compound 19[17] was first treated
with sulfuryl chloride in pyridine to furnish axial chloride 20 in
72 % yield, which was reduced with nBu3SnH-AIBN (AIBN = 2,2’-
azobisisobutyronitrile) to produce the deoxygenated com-
pound 21 in excellent yield (Scheme 4). Activation of the cyclic
carbamate, induced by tert-butoxycarbonyl (Boc) protection,
followed by basic hydrolysis and final acidic removal of the
Boc and the methoxymethyl ether (MOM) protecting groups,
resulted in the formation of amino-triol 24 in excellent overall
yield.


A variety of different a-glycosides with two- or three-carbon
linkers were synthesized by known reaction sequences[25] and
modified at the 6-position to include both amino- and hy-
droxy-functionalities. Aldehydes 30, 31, 33, and 34, resulting
from ozonolysis of alkenes 26–29 (Scheme 5), were used with-
out further purification. Aldehyde 32, the product of a Dess–
Martin oxidation of the corresponding glycidol-derived ana-
logue, was included to further explore spatial requirements at
the aminoglycoside-binding site. Reductive amination between
24 and aldehydes 30–34 followed by deprotection resulted in
the formation of 5-deoxyneamine analogues 35–39.


In an approach similar to that presented in Scheme 3, the in-
troduction of an amide linker along with a variety of hydro-
gen-bond donors or acceptors, as well as groups capable of
stacking interactions was pursued. Specifically, alcohol 6 was
treated with 2-iodoethyl acetate to produce, after ester hydrol-


ysis, carboxylic acid 40 in 94 % yield (Scheme 6). Treatment of
40 with Vilsmeier complex gave the acid chloride, which was
coupled with amines (a–m). The resulting amides were depro-
tected to yield amides 42 a–m. In the case of diamine f, the
corresponding dimer 42 f was isolated (Table 2).


Finally, the use of acid fluorides[26] (a–i, Scheme 7) or the syn-
thesis of the corresponding amides provided the required che-


Scheme 1. Reagents and conditions: a) cyclohexadiene (1 equiv), mCPBA
(2.1 equiv), CH2Cl2, 8 h at 0 8C, 16 h at 23 8C, 39 % for the syn isomer and 9 %
for the anti isomer ; b) syn-epoxide (1.0 equiv), hydrazine (1.5 equiv), EtOH,
reflux, 19 h, 98 %; c) diol (1.0 equiv), Pd/C (10 %, 0.01 equiv), AcOH/H2O (1:1),
50 psi, 7 h, 60 8C, 89 %; d) diamine (1.0 equiv), TfN3 (4.0 equiv ; Tf = trifluoro-
methanesulfonyl), CuSO4·5 H2O (0.2 equiv), 4-(dimethylamino)pyridine (4-DMAP ;
2.0 equiv), MeOH/H2O (4:1, 0.1 m), 20 h, 23 8C, 50 %; e) 1 (1.0 equiv), Ac2O
(10.0 equiv), 4-DMAP (0.10 equiv), pyridine, 18 h, 23 8C, 93 %; f) diacetate
(1.0 equiv), Novozym 435 (1:1 w/w), toluene/potassium phosphate buffer
(pH 6.2), 72 h, 22 % for 2 (76 % recovered 1) ; g) 3 (1.0 equiv), 1 (4.0 equiv), N-io-
dosuccinimide (NIS; 8.0 equiv), 4 � molecular sieve, Et2O/CH2Cl2 (4:1, 0.03 m),
2 h, �30–0 8C, 74 %; h) PMe3 (1 m in THF, 6.0 equiv), pyridine/NH4OH (7:1), 3 h,
23 8C, 93 %; i) benzyl ether (1.0 equiv), Pd(OH)2 (20 %/C, 0.01 equiv), AcOH, H2


(1 atm), 14 h, 23 8C, 87 %.


Scheme 2. Reagents and conditions: a) 5 (1.0 equiv), NaH (2.5 equiv), PMB-Cl
(2.2 equiv), DMF (0.5 m), 4 h, �5!23 8C, quantitative ; b) thioglycoside
(1.0 equiv), 2 (1.5 equiv), NIS (2.0 equiv), 4 � molecular sieves, Et2O/CH2Cl2 (4:1,
0.03 m), 2 h, �30!0 8C, 82 %; c) acetate (1.0 equiv), K2CO3 (2.0 equiv), MeOH
(0.5 m), 2 h, 23 8C, quantitative; d) 6 (1.0 equiv), ammonium cerium(iv) nitrate
(CAN; 3.0 equiv), CH3CN/H2O (9:1, 0.3 m), 3 h, 23 8C, 89 %; e) azide (1.0 equiv),
PMe3 (8.5 equiv, 1 m in THF), NH4OH/pyridine (1:7), 4 h, 23 8C, 84 %; f) 6
(1.0 equiv), RCl (a–d ; 1.5 equiv), NaH (3.0 equiv), TBAI (0.05 equiv), DMF/THF
(3:1, 0.1 m), 5 h, 23 8C, 68–87 %; g) PMB ethers (1.0 equiv), CAN (3.0 equiv),
CH3CN/H2O (9:1, 0.3 m), 3 h, 23 8C, 81–92 % for 8 a–d ; h) 11 or 12 (1.0 equiv),
Tf2O (1.5 equiv), CH2Cl2, 3 h, 0!23 8C, quantitative ; i) 10 (1.0 equiv), 11 e or 12 f
(1.2 equiv), NaH (1.5 equiv), DMF (0.5 m), 4 h, 0!23 8C, 82 % for 13 e, 85 % for
13 f ; j) 13 f (1.0 equiv), tetra-n-butylammonium fluoride (TBAF ; 1.5 equiv), THF,
2 h, 0!23 8C, 95 %; k) 14 e–f (1.0 equiv), Pd(OH)2 (20 %/C, 0.01 equiv), AcOH, H2


(1 atm), 14 h, 93 % for 15 e and 91 % for 15 f. TBS = tert-butyldimethylsilyl.
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moselectivity for the preferential reaction of the N1
amine over the three hydroxy functionalities pres-
ent in 30. Catalytic hydrogenation and acid treat-
ment accomplished the removal of all protecting
groups, furnishing analogues 43 a–i.


The synthetic N1- and O6-substituted 2,5-dDOS
derivatives were tested for their activity as inhibi-
tors of bacterial and eukaryotic in vitro translation,
as well as for suppression of bacterial growth and
toxicity against eukaryotic cells (Tables 1, 2, and 3).
The parent compound 5-deoxyneamine (7) was a
slightly more potent inhibitor of bacterial in vitro
translation than neamine and showed improved ac-
tivity against S. aureus (Table 1). Whereas the O6-
linked 2,5-dDOS derivatives were inferior inhibitors
of bacterial growth with respect to either neamine
or 5-deoxyneamine, several compounds displayed
comparable potency in the bacterial translation
assay (Table 1). The four glycoside derivatives 18 a,


18 b, 18 l, and 18 m, which were designed to project a flexibly
linked sugar moiety into the hygromycin B binding site, were
four- to 16-fold less potent inhibitors of bacterial translation
and growth compared to 5-deoxyneamine. Binding of these


Scheme 3. Reagents and conditions: a) 10 (1.0 equiv), allyl bromide (1.5 equiv),
NaH (3.0 equiv), DMF (0.1 m), 2 h, 0!23 8C, 87 %; b) allyl ether (1.0 equiv), O3,
CH2Cl2/MeOH, 10 min, �78 8C; then Me2S (10.0 equiv), 1 h,
�78!23 8C, 93 %; c) 16 (1.0 equiv), RNH2 (a–m ; 4.0 equiv),
NaBH3CN (1.0 equiv), MeOH (0.2 m), AcOH to pH 5.0, 12 h, 23 8C,
72–91 %; d) 17 a–m (1.0 equiv), PMe3 (8.5 equiv, 1 m in THF),
NH4OH/pyridine (1:7), 4 h, 23 8C; e) benzyl ethers (1.0 equiv),
Pd(OH)2 (20 %/C, 0.01 equiv), AcOH, H2 (1 atm), 14 h, 8–19 %
overall yield for 18 a–m.


Scheme 4. Reagents and conditions: a) 19 (1.0 equiv), SO2Cl2 (5.0 equiv), pyr-
idine (0.25 m), 4 h, �20!0 8C, 72 %; b) 20 (1.0 equiv), nBu3SnH (5.0 equiv),
AIBN (0.01 equiv), toluene (0.2 m), 4 h, 90 8C, 93 %; c) 21 (1.0 equiv), 4-DMAP
(0.2 equiv), Et3N (1.3 equiv), Boc2O (1.3 equiv), THF (0.2 m), 15 h, 23 8C, 85 %;
d) 22 (1.0 equiv), LiOH (10.0 equiv), dioxane (0.25 m), 30 min, 23 8C, 96 %; e) 23
(1.0 equiv), HCl (2 m in MeOH)/CHCl3 (1:1), 48 h, 23 8C, 91 %. Cbz = benzyloxycar-
bonyl.


Scheme 5. Reagents and conditions: a) BF3·Et2O (1.5 equiv), allyl- or homoallyl-alcohol
(0.2 m), 4 h, 90 8C; b) Ac2O (5.0 equiv), pyridine (0.2 m), 14 h, 0!23 8C, 80–82 % (a-anomer) ;
c) NaOMe (2.0 equiv), MeOH, 4 h, 23 8C, 90–91 %; d) 4-toluenesulfonyl chloride (1.2 equiv),
pyridine (0.2 m), 0!23 8C, 14 h; e) NaN3 (4.0 equiv), DMF (0.5 m), 4 h, 70 8C, average 60 % for
two steps; f) 24 (1.0 equiv), RCHO (30–34 ; 2.0 equiv), NaBH3CN (1.0 equiv), MeOH (0.2 m),
AcOH to pH 5.0, 12 h, 23 8C, 74 % average yield ; g) silyl ether (1.0 equiv), TBAF (1.5 equiv),
THF (0.25 m), 1 h, 23 8C, 93 %; h) Cbz-protected amines (1.0 equiv), Pd(OH)2 (20 %/C), AcOH,
H2 (1 atm), 14 h, 23 8C, 84–87 % yield ; i) azides (1.0 equiv), PMe3 (2.5 equiv, 1 m in THF),
NH4OH/pyridine (1:7), 4 h, 23 8C, 91 % for 37, 78 % for 38, 77 % for 39.
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synthetic aminoglycosides to the decoding-site RNA was mea-
sured by using a fluorescence-based assay that we had previ-
ously established.[27, 28] The affinity of compounds 18 a, 18 b,
18 l, and 18 m for the decoding site ranged from 1.0–3.5 mm ;
this was consistent with their potency as inhibitors of bacterial
translation.


The antibacterial activity of the synthetic aminoglycoside 4
against S. aureus is likely to be due to action on a target other
than the ribosome, as indicated by the moderate impact on
translation by this compound. Among the strongest inhibitors
of translation was the alcohol 18 k, which showed better activi-
ty than either of the related vicinal diol diastereomers 18 f and
18 j. While the secondary hydroxy group in the diols provides
added potential for hydrogen-bond interactions, it might also
restrict the orientation of the terminal alcohol and, thus, pre-
vent a more favorable interaction with the RNA. A similar phe-
nomenon had been observed before for paromamine and the
corresponding 6’-diol derivative.[15] The relatively good potency
of the phenyl derivative 18 g and the histidine analogue 18 c
as translation inhibitors might involve stacking of bases in the
RNA target against the phenyl and imidazole groups, which
are present in both compounds in a comparable structural
context. Despite a slightly more favorable IC50 of translation in-
hibition, the histidine analogue 18 c showed lower activity in
bacterial growth inhibition compared to the parental amide
18 i, potentially due to reduced membrane permeation of the
more highly charged imidazole derivative. Replacement of the
heterocycle by a hydroxy group in 18 h led to further reduc-
tion of translation inhibition and antibacterial potency. Interest-
ingly, the O6-linked compounds 18 d, 18 e, 18 f, 18 g, and 18 j
displayed eukaryotic cytotoxicity with an IC50 of cell prolifera-
tion inhibition in the range of 70–100 mm whereas all other
2,5-dDOS derivatives described here, including the related
amides 18 c, 18 h, and 18 i, showed no eukaryotic cytotoxici-
ty.[29] It is generally believed that the cationic character of ami-
noglycosides prevents their penetration into eukaryotic cells,[30]


and thus the nature of the O6 substitution may have an
impact on the permeation properties of the compounds.


Introduction of an acetamide linker at the O6-position of the
2,5-dDOS moiety, limiting the conformational flexibility of the
substituents, yielded inactive compounds that no longer inhib-
ited translation efficiently (Table 2). The single exception was
the 5-deoxyneamine dimer 42 f, which retained some potency
as an inhibitor of bacterial translation and growth. The antibac-
terial potency of the dimer 42 f was comparable to other ami-
noglycoside dimers that have been described in the litera-
ture.[31]


The coupling of an additional sugar moiety at the N1-posi-
tion of 2,5-dDOS resulted in inactive compounds for different
sugars and linker lengths (Table 3). Among the synthesized N1-
substituted 5-deoxyneamine derivatives, the amines 37, 43 a,
and 43 b showed some activity as translation inhibitors. Short-
ening of the N1-sidechain by one methylene group in the ana-
logue 43 c resulted in a greater than 20-fold loss of inhibition
compared to the alcohol 43 b. The N1-substituent of 43 b was
related to the (S)-4-amino-2-hydroxybutyryl group at the N1-
position of the aminoglycoside antibiotic amikacin, which had


Scheme 6. Reagents and conditions: a) ICH2CO2Et, TBAI (0.2 equiv), toluene,
NaOH (12 m, 40 equiv), 14 h, 23 8C, 94 %; b) LiOH·H2O (3.0 equiv), THF, 60 8C,
14 h, 89 %; c) (COCl)2 (3.0 equiv), DMF (3.0 equiv), CH2Cl2, (0.1 m), �20 8C, 1 h;
then 40 in CH2Cl2 (0.2 m) ; d) R1R2NH (5.0 equiv), pyridine (5.0 equiv), CH2Cl2, 0!
23 8C, 57–96 %; e) 20 % trifluoroacetic acid in CH2Cl2, p-toluenethiol (4.0 equiv),
30 min, 23 8C; f) PMe3 (6.0 equiv, 1 m in THF), pyridine/NH4OH (7:1), 3 h, 23 8C,
62–87 %.


Scheme 7. Reagents and conditions: a) 24 (1.0 equiv), RCOF (1.5 equiv), N,N-di-
isopropylethylamine (2.0 equiv), DMF/CH2Cl2 (1:1, 0.1 m), 1 h, 23 8C, 80 % aver-
age yield ; b) Pd(OH)2 (20 %/C), AcOH, H2 (1 atm), 14 h, 23 8C, 85 % average
yield ; c) HCl (1.0 m), 30 min, 23 8C, quantitative. Fmoc = 9-fluorenylmethoxycar-
bonyl.
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previously been used as a template for the design of novel an-
tibacterial compounds.[17]


In contrast to the individual derivatization of the N1- and
O6-positions of 5-deoxyneamine described here, Mobashery
and co-workers have synthesized a small series of O6-(w-ami-
noalkyl)-substituted neamine derivatives that retained the (S)-
4-amino-2-hydroxybutyryl group of amikacin at the N1-posi-
tion. Some of these doubly substituted compounds showed
antibacterial activity superior to the parent neamine.[17] In a
cocrystal structure determined for one of these synthetic deriv-
atives bound to a decoding-site RNA construct,[32] the N1-
linked substituent was oriented toward the hygromycin B bind-
ing site, in line with observations from our modeling studies
that led to the 5-deoxyneamine series described here.


In conclusion, we have synthesized and tested in biological
assays novel aminoglycoside-hybrid ligands designed to target
the ribosomal decoding site. The ligands described here were
conceived to bridge between the paromomycin and hygromy-
cin B binding sites in helix 44 of bacterial rRNA. Whereas sever-
al of the hybrid ligands were active as inhibitors of bacterial
translation, none of the compounds showed potency superior
to the parental aminoglycosides, once again demonstrating
the exquisite sensitivity of the natural ligands to modification.
Whether the biological activity of the synthetic ligands was
due to simultaneous interaction at the paromomycin and hy-
gromycin binding sites, as suggested by the design concept,
cannot be proved by the functional assays described here. In
order to answer this question, we will use an affinity assay that
is currently being developed based on a similar system that
we had previously established for the paromomycin binding
site.[27] Results will be reported in a future communication.
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Extended Target Sequence
Specificity of PNA–Minor-Groove
Binder Conjugates


Peter E. Nielsen,*[a] Karin Frederiksen,[a] and
Carsten Behrens[a, b]


Peptide nucleic acid (PNA), the pseudopeptide DNA mimic, has
been used extensively for sequence-selective targeting of
double-stranded DNA (see, for example, refs. [1–4]). Most stud-
ies have focused on triplex invasion by using homopyrimidine
bis-PNAs,[5–7] and more recently on double duplex invasion by
exploiting pseudocomplementary PNA oligomers.[8–10]


Even when using relatively short PNAs and DNA targets (8–
10 bases), the helix invasion binding is kinetically controlled
due to the very high stability and consequently slow dissocia-
tion rates of the complexes.[11–12] Despite these binding charac-
teristics, 10-mer bis-PNAs very effectively (in kinetic terms) dis-
criminate between a full-sequence complementary target and
targets containing internal mis-
matches.[11–12] However, not sur-
prisingly, sequence-specific pref-
erence for longer targets (12–15
bases) over shorter targets that
are contained within a longer
sequence is not efficient (un-
published data), and no evident
solution to this problem pres-
ents itself when using simple
PNAs.


We have recently shown that
binding kinetics are dramatically
enhanced when using PNA–acri-
dine conjugates.[13] This effect of
the DNA intercalator is ascribed
to its DNA-binding properties which are thought to ensure a
high local concentration of PNA close to the DNA helix and
thus bring about an increased probability for the PNA to
“catch” a “breathing” target.[13] Analogous effects are observed
with DNA oligomers that are conjugated to catioinc pepti-
des.[14, 15] We speculated that this principle could be refined by
employing other DNA-binding ligands with sequence specifici-
ty, such as minor-groove binders.[16–17] We have previously de-
scribed an amino acid–Hoechst analogue that is readily incor-
porated into peptides,[18] and, using this ligand, we have now


prepared a PNA–Hoechst conjugate and examined whether
this conjugate would kinetically and sequence preferentially
guide the PNA moiety to target a binding site proximal to an
A–T region with an affinity for the minor-groove binder.


In deciding the binding site and the PNA sequence, we con-
sidered that binding of the Hoechst moiety within the PNA
target would inhibit PNA binding,[19] and therefore designed
the PNA target without An stretches (n = 3). Furthermore, we
chose an alternating A–T target for the Hoechst moiety, as this
would not create a partial binding site for the PNA and sepa-
rated the two targets by four G–C base pairs. Both chemical
and enzymatic probing indicate that the helical distortion
proximal to a PNA triplex invasion complex is no more than
2–3 base pairs,[20, 21] and therefore no interference between
the two types of targets should occur. Finally, the conju-
gate was constructed with a long (30-atom) hydrophilic linker
(that also included an amine to provide an extra charge)
between the PNA and the Hoechst moiety (Figure 1), and
pseudoisocytosine (J) was used in the Hoogsteen binding
domain of the bis-PNA to eliminate pH dependence of the
binding.[22]


In order to study whether the PNA moiety of this conjugate
was able to discriminate between an “isolated” PNA target and
one proximal to an A–T region, a binding experiment was per-
formed with a mixture of two DNA fragments, a longer one
with only the PNA target (�) and a shorter one containing the
combined target (+). Free and bound forms of these DNA frag-
ments are readily separated by using gel mobility shift analysis
(Figure 2). The results clearly show that the PNA–Hoechst con-
jugate preferably bound the + target than the � target with
approximately tenfold more binding (Figure 2 A); this is not
the case for the corresponding control PNA (Figure 2 B). Addi-
tionally, the conjugate binds the target 40-fold more efficiently
than the simple bis-PNA; this indicates that the minor-groove
binder, in addition to a specific-sequence directing effect, also
provides general DNA affinity, analogous to the effect of 9-ami-
noacridine,[13] or of cationic peptides.[14, 15] This general affinity
effect might to a certain extent be of electrostatic origin. We
therefore decided to perform an experiment at higher ionic
strength with the expectation that the sequence-directing
effect of the Hoechst moiety would be more pronounced.


Figure 1. Chemical structure of the PNA–Hoechst conjugate (Hoe-aeg-(eg1)3-JTJ TTJ TT-(eg1)3-TTC TTC TC-Lys-NH2)
where J denotes pseudoisocytosine, the control PNA (H-aeg-(eg1)3-JTJ TTJ TT-(eg1)3-TTC TTC TC-Lys-NH2), and base se-
quence of the DNA target and the PNA. The PNA conjugate was prepared by continuous, solid-phase Boc-synthesis,
purified by reverse-phase HPLC, and characterized by MALDI-TOF mass spectrometry, as described.[18, 29]
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Indeed, the results clearly show that upon addition of 50 mm


K+ , the preference of the conjugate for the + target over the
� target increases to 30-fold (Figure 2 C). Finally, we asked
whether the conjugate was actually binding to the correct
target by using DNaseI footprinting (Figure 3). These results
allow several conclusions. At the shorter incubation time
(30 min, Figure 3 A), the PNA target is not occupied, but pro-
tection is seen at the A–T target proximal to the PNA target
and at two other A–T-rich regions (targets 2 and 3). In fact, the
Hoechst moiety of the conjugate binds with higher affinity to
targets 2 and 3 than to the designated target 1. At the longer
incubation time (20 h, Figure 3 B), the PNA target is fully occu-
pied at 4 mm PNA conjugate, and the A–T-rich regions are still
also protected. Clearly and not surprisingly, binding to the
minor-groove sites is fast whereas PNA (triplex invasion) bind-
ing is slow. Therefore in conclusion, these results demonstrate
a new strategy for constructing DNA-recognition ligands com-
posed of two domains: a sequence-guiding domain with fast
binding kinetics (fast on and off rates), which increases the
target specificity, and a DNA-modification domain character-
ized by a slow on rate and a very slow off rate, which deter-
mines the biological activity of the conjugate. This type of tar-
geting should not be confused with equilibrium affinity, but
should rather be compared to sequence-directed modification
of DNA, for example, with alkylating agents.[23] In the present
case, the modification consists of a PNA P-loop that might
arrest transcription elongation,[24, 25] induce transcription initia-
tion,[26, 27] or provoke site-specific repair.[28]


Moreover, the specific results clearly show that the present
conjugate is far from optimal. The Hoechst moiety has higher


affinity for other sites than the one directing the PNA to its
target. The affinity for the latter is also smaller than desired—
full occupancy is not observed at PNA concentrations that
eventually lead to full PNA binding (Figure 3, lanes 5 and 6). In
an attempt to improve targeting, we constructed a DNA frag-
ment in which minor-groove target 2 (5’-TTAA) was positioned
adjacent to the PNA site (5’-TTAAGCGCGAGAAGAA). However,
the behavior of this target was virtually identical to that de-
scribed above. In view of this unexpected result, we are now
performing in vitro selection experiments in order to identify
optimal targets for the PNA–Hoechst conjugate. Furthermore,
the system could be significantly improved, both in terms of
affinity/efficacy and, most importantly, in terms of targetable
sequences, by employing minor-groove binding hairpin poly-
amides.[16–17] Experiments exploring these aspects are now in
progress.


Figure 2. Binding of PNA to DNA fragments containing only the PNA target
(�)(5’-GAGAAGAA) or the PNA target as well as a Hoechst target (+)(5’-TATAT).
A mixture of the two 32P-end-labeled DNA fragments was incubated with the
PNA in Na-phosphate (10 mm) and EDTA (1 mm) at pH 6.3 and 37 8C for 20 h
and analyzed by electrophoresis on a polyacrylamide gel (10 %) in TBE buffer,
followed by autoradiography. A) bis-PNA–Hoechst conjugate at 0, 5, 10, 20, 40,
or 80 nm (lanes 1–6). B) bis-PNA at 0, 0.6, 1, 2, 2.5, 5, or 10 mm (lanes 1–6).
“Target + ” is the HindIII/SstI fragment of a pBluescript KS + clone: 5’-
GATCTTCTTCTCGCGCTATAT/5’-GATCATATAGCGCGAGAAGAA in the BamHI site;
and “Target�” is the HindIII/PvuII fragment of a pBluescript KS+ clone: 5’-
GATCTTCTTCTCGCGC/5’-GATCGCGCGAGAAGAA). C) Experiment same as in (A)
except that the incubation was performed in the presence of KCl (50 mm). The
PNA–Hoechst concentrations were : 0.02, 0.04, 0.08, 0.16, 0.32, 0.64, 1.3, 2.5, or
5 mm (lanes 1–9).


Figure 3. DNA sequence specificity of the PNA–Hoechst conjugate analyzed by
DNaseI footprinting. Incubation was carried out for A) 30 min or B) 20 h in Tris-
HCl (10 mm) and EDTA (1 mm) at pH 7.4 and 37 8C by using 0, 0.12, 0.4, 1.2, 4,
or 12 mm PNA (lanes 1–6). The HindIII/PvuII fragment of the “Target + ” plasmid
(Figure 2) 3’-labeled with 32P at the HindIII site was used, and following incuba-
tion the samples were treated with DNaseI after adjusting the buffer to Tris-HCl
(50 mm), Mg2 + (3 mm). The samples were analyzed by electrophoresis on a
polyacrylamide (10 %) gel with urea (7 m) in TBE buffer followed by autrora-
diography. S is an A/G sequence marker. The targets are: PNA: TTCTTCT, 1:
TATAT, 2: TTAA, and 3: TTAAGATAAT.


ChemBioChem 2005, 6, 66 –68 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 67



www.chembiochem.org





Acknowledgements


This work was supported by The Danish Natural Science Research
Council, The Lundbeck Foundation and the European Commis-
sion (QLK3-CT-2000-00634).


Keywords: DNA recognition · DNA targeting · minor-groove
binder · nucleic acids · peptide nucleic acids


[1] P. E. Nielsen, M. Egholm, R. H. Berg, O. Buchardt, Science 1991, 254,
1497 – 1500.


[2] P. E. Nielsen, Curr. Med. Chem. 2001, 8, 545 – 550.
[3] P. E. Nielsen in Methods in Enzymology: Drug–Nucleic Acid Interactions


(Eds. : J. B. Chaires, M. J. Waring), Academic Press, San Diego, 2001,
329 – 340.


[4] J. Lohse, O. Dahl, P. E. Nielsen, Proc. Natl. Acad. Sci. USA 1999, 96,
11 804 – 11 808.


[5] V, V. Demidov, Expert Rev. Mol. Diagn. 2001, 1, 343 – 351.
[6] F. A. Rogers, K. M. Vasquez, M. Egholm, P. M. Glazer, Proc. Natl. Acad. Sci.


USA 2002, 99, 16 695 – 16 700.
[7] B. Liu, Y. Han, D. R. Corey, T. Kodadek, J. Am. Chem. Soc. 2002, 124,


1838 – 1839.
[8] E. Protozanova, V. V. Demidov, P. E. Nielsen, M. D. Frank-Kamenetskii, Nu-


cleic Acids Res. 2003, 31, 3929 – 3935.
[9] K. I. Izvolsky, V. V. Demidov, P. E. Nielsen, M. D. Frank-Kamenetskii, Bio-


chemistry 2000, 39, 10 908 – 10 913.
[10] H. Kuhn, D. I. Cherny, V. V. Demidov, M. D. Frank-Kamenetskii, Proc. Natl.


Acad. Sci. USA 2004, 101, 7548 – 7553.
[11] V. V. Demidov, M. V. Yavnilovich, B. P. Belotserkovskii, M. D. Frank-Kame-


netskii, P. E. Nielsen, Proc. Natl. Acad. Sci. USA 1995, 92, 2637 – 2641.
[12] V. V. Demidov, M. V. Yavnilovich, M. D. Frank-Kamenetskii, Biophys. J.


1997, 72, 2763 – 2769.


[13] T. Bentin, P. E. Nielsen, J. Am. Chem. Soc. 2003, 125, 6378 – 6379.
[14] H. Kuhn, V. V. Demidov, M. D. Frank-Kamenetskii, P. E. Nielsen, Nucleic


Acids Res. 1998, 26, 582 – 587.
[15] K. Kaihatsu, D. A. Braasch, A. Cansizoglu, C. R. Corey, Biochemistry 2002,


41, 11118 – 11125.
[16] P. B. Dervan, Bioorg. Med. Chem. 2001, 9, 2215 – 2235.
[17] P. B. Dervan, B. S. Edelson, Curr. Opin. Struct. Biol. 2003, 13, 284 – 299.
[18] C. Behrens, N. Harrit, P. E. Nielsen, Bioconjugate Chem. 2001, 12, 1021 –


1027.
[19] P. Wittung, S. K. Kim, O. Buchardt, P. E. Nielsen, B. Nord�n, Nucleic Acids


Res. 1994, 22, 5371 – 5377.
[20] A. Kurakin, H. J. Larsen, P. E. Nielsen, Chem. Biol. 1998, 5, 81 – 89.
[21] P. E. Nielsen, M. Egholm, R. H. Berg, O. Buchardt, Nucleic Acids Res. 1993,


21, 197 – 200.
[22] M. Egholm, L. Christensen, K. L. Dueholm, O. Buchardt, J. Coull, P. E. Niel-


sen, Nucleic Acids Res. 1995, 23, 217 – 222.
[23] T. Bando, A. Narita, K. Asada, H. Ayame, H. Sugiyama, J. Am. Chem. Soc.


2004, 126, 8948 – 8955.
[24] P. E. Nielsen, M. Egholm, O. Buchardt, Gene 1994, 149, 139 – 145.
[25] N. J. Peffer, J. C. Hanvey, J. E. Bisi, S. A. Thomson, C. F. Hassman, S. A.


Noble, Proc. Natl. Acad. Sci. USA 1993, 90, 10 648 – 10 652.
[26] N. E. Møllegaard, O. Buchardt, M. Egholm, P. E. Nielsen, Proc. Natl. Acad.


Sci. USA 1994, 91, 3892 – 3895.
[27] G. Wang, X. Xu, B. Pace, D. A. Dean, P. M. Glazer, P. Chan, S. R. Good-


mann, I. Shokolenko, Nucl. Acids Res. 1999, 27, 2806 – 2813.
[28] F. A. Rogers, K. M. Vasquez, M. Egholm, P. M. Glazer, Proc. Natl. Acad. Sci.


USA 2002, 99, 16 695 – 16 700.
[29] L. Christensen, R. Fitzpatrick, B. Gildea, K. H. Petersen, H. F. Hansen, T.


Koch, J. Pept. Sci. 1995, 1, 175 – 183.


Received: July 20, 2004


Early View Article
Published online on December 9, 2004


68 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 66 –68



www.chembiochem.org






Forced Intercalation Probes (FIT Probes):
Thiazole Orange as a Fluorescent Base in
Peptide Nucleic Acids for Homogeneous Single-
Nucleotide-Polymorphism Detection
Olaf Kçhler, Dilip Venkatrao Jarikote, and Oliver Seitz*[a]


Introduction


Genetic disorders present a threat to human health. There are
various diseases, such as Tay Sachs disease, Huntington’s dis-
ease, Alzheimer’s disease, cystic fibrosis, familial hypercholes-
terolemia, and even cancer, that can be caused by gene muta-
tions.[1] A point mutation can be sufficient to introduce the dis-
ease state. DNA-targeted diagnostic methods play an impor-
tant role in various clinical settings and may offer the possibili-
ty of detecting a developing disease such as cancer before
symptoms begin to appear. Homogenous hybridization assays
have become very popular. In these assays, the need to sepa-
rate unbound probe molecules from bound ones is avoided
and this provides significant advantages such as convenience,
speed, and accuracy of DNA analysis.[2–5] Most of the current
specific detection systems rely on the use of labeled oligonu-
cleotide-based probe molecules that bind to their DNA target
in a sequence-specific manner. Most commonly, bound probes
are distinguished from unbound probes by hybridization-in-
duced spatial convergence or separation of two markers that
interact through fluorescence resonance energy transfer
(FRET). Typical and powerful examples include adjacent
probes,[6, 7] molecular beacons[8] or TaqMan probes.[9] Usually,
the emission intensities are invariant once a probe–target
duplex has formed. Hence, the sequence specificity of DNA-de-
tection is solely governed by the selectivity of probe hybridiza-
tion. We have recently provided preliminary results to suggest
that peptide nucleic acid (PNA) probes (or FIT probes, forced
intercalation of thiazole orange probes) that contain thiazole
orange as a fluorescent base surrogate are endowed with the
advantage of being able to distinguish between matched and
single-mismatched hybridization (Figure 1 b).[10] In contrast to
previous probes (Figure 1 a), in which intercalator dyes were


conjugated to probe molecules through a flexible linker, thia-
zole orange was forced to intercalate at a specific site.[11–14]


When an intercalator is being attached to the backbone of
the nucleic acid strand care has to be taken with regard to the
conjugation mode and the nature of the linker used. Inappro-
priate conjugation would interfere with the intercalation pro-
cess and result in low stabilities of probe–target complexes
and/or poor fluorescence properties. It was the aim of this in-
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Institut f�r Chemie, Humboldt-Universit�t zu Berlin
Brook-Taylor-Straße 2, 12489 Berlin (Germany)
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Fluorescent base analogues in DNA are versatile probes of nucleic
acid–nucleic acid and nucleic acid–protein interactions. New pep-
tide nucleic acid (PNA) based probes are described in which the
intercalator dye thiazole orange (TO) serves as a base surrogate.
The investigation of six TO derivatives revealed that the linker
length and the conjugation site decided whether a base surro-
gate conveys sequence-selective DNA binding and whether fluo-
rescence is increased or decreased upon single-mismatched hy-
bridization. One TO derivative conferred universal PNA–DNA base
pairing while maintaining duplex stability and hybridization se-


lectivity. TO fluorescence increased up to 26-fold upon hybridiza-
tion. In contrast to most other probes, in which fluorescence is in-
variant once hybridization had occurred, the emission of TO-con-
taining PNA probes is attenuated when forced to intercalate next
to a mismatched base pair. The specificity of DNA detection is
therefore not limited by the selectivity of probe–target binding
and a DNA target can be distinguished from its single-base
mutant under nonstringent hybridization conditions. This proper-
ty should be of advantage for real-time quantitative PCR and
nucleic acid detection within living cells.


Figure 1. a) An intercalator dye is attached through a linker to one end of the
probe. Upon double-strand formation the fluorophore can fold back and inter-
calate between the formed Watson–Crick base pairs. b) The intercalator dye
serves as a base surrogate that is forced to intercalate adjacent to the expected
mutation site. The specific positioning renders the fluorophore responsive to
mismatched hybridization.
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vestigation to find a fluorescent base surrogate that is able to
signal hybridization in a single-nucleotide-specific manner,
even under nonstringent hybridization conditions in which
both matched and single-mismatched hybridizations occur. We
present here full details of the evaluation of varied thiazole
orange base surrogates that have not been investigated
before. A rapid and automatable means of accessing the
probes was provided by a divergent solid-phase synthesis pro-
tocol which is applicable to the synthesis of any type of base-
modified PNA molecule. It is shown that the linker length and
conjugation site decide whether a base surrogate conveys se-
quence-selective DNA binding and whether probe fluores-
cence is increased or decreased upon formation of single-mis-
matched duplexes. This study therefore allowed the identifica-
tion of probe molecules that strongly fluoresced only upon
binding to matched DNA and showed attenuated fluorescence
upon binding to single-mismatched DNA.


Design principles


Most common fluorescent labels are attached to nucleic acids
by linking them through a flexible tether. The linker unit is de-
signed to not interfere with the hybridization process. As a
result local alterations of duplex structure, such as those im-
posed upon formation of a mismatched base pair, show little
effect on the fluorophore’s emission properties. We reckoned
that the incorporation of a fluorophore as a base surrogate
should render probe fluorescence responsive to adjacent base
mismatches (Figure 1 b). Such probes could prove useful for
the homogeneous analysis of single-base mutations in cases
where it is difficult to discriminate matched from single-mis-
matched targets by hybridization alone. For example, real-time
quantitative PCR, array technology, and live-cell analysis could
profit from probes in which the detection of single-base muta-
tions were possible by applying nonstringent hybridization
conditions.


In choosing a fluorophore to be used as the base surrogate,
we considered two major obstacles. First, it was desired that
probe hybridization would result in a positive signal, that is, in
enhancement of fluorescence rather than quenching of fluo-
rescence. Second, the possible interference with the probe’s
ability to hybridize had to be avoided. Optimally, the fluores-
cent base surrogate would pair equally well to all four canon-
ical nucleobases. However, it was deemed important that
probe–target binding still proceeded in a sequence-selective
manner without detriment to hybridization fidelity. Hence, the
properties demanded correspond to those desired for a univer-
sal base that fluoresces upon hybridization.[15, 16]


We surmised that intercalators should possess the required
properties. Intercalators are endowed with a high base-stack-
ing ability which was envisaged to provide compensation for
the losses of duplex stability that would be induced upon
omission of hydrogen-bonding interactions. In addition, there
are intercalator dyes used in DNA staining that fluoresce upon
intercalation in double-stranded DNA, a property that provides
the basis for positive signaling of hybridization.[5]


Previous work in the field of artificial DNA bases has been
focused largely on introducing structural probes for studying
DNA–DNA[17–22] and DNA–protein recognition,[23–26] expanding
the genetic alphabet,[27–32] and fashioning metal-based hybridi-
zation systems.[33–38] Only few studies have been reported in
which intercalators were incorporated as base surrogates. For
example, the introduction of C-nucleotides containing coumar-
ine[39, 40] and pyrene[17, 18] residues into DNA led to decreases in
duplex stability or quenching of fluorescence. Acridine,[41, 42]


phenanthridinium,[43, 44] and pyrene[45–47] were incorporated into
DNA by means of flexible open-chain 2-deoxyribose analogues.
However, fluorescence enhancements in response to matched
(or single-mismatched hybridization) were lower than fivefold
or have not been reported. The opposite to universal fluores-
cent bases, namely base-discriminating fluorescent bases, have
been obtained by coupling nucleotides bearing benzo- and
naphthopyridopyrimidines,[48, 49] 5-phenanthrolinylethinyluri-
dine,[50] and benzodeazainosines.[51]


The relative ease of introducing base analogues into PNA, a
DNA mimic that binds complementary DNA with increased
affinity and selectivity, has been exploited in many studies
aiming for enhancements of hybridization properties.[52–58] Aro-
matics,[59] heteroaromatics,[60, 61] and fluoroaromatics[62] have
been incorporated in order to confer universal base pairing,
albeit at the cost of compromising duplex stability by DTM = 9–
29 8C (DTM = change in the duplex melting temperature). Fluo-
rescent base analogues such as 2-aminopurine,[63] psoralen,[64]


flavin,[65, 66] and 3,5-diaza-4-oxo-phenothiazine[67] have been
placed in the interior of PNA–DNA duplexes. None of these ar-
tificial bases had been designed to fulfill the demands desired
for a universal base that fluoresces upon hybridization. We
reckoned that positively charged intercalator dyes such as ethi-
dium[68] or thiazole orange[69] (TO) should provide the necessary
properties.[70] Both dyes are paradigms of intercalators and it
can therefore be assumed that their strong preference for base
stacking will allow nondiscriminate binding to the four natural
nucleobases. Both dyes fluoresce upon intercalation, but fluo-
rescence intensification is higher with thiazole orange than
with ethidium bromide. We therefore chose to evaluate thia-
zole orange derivatives as fluorescent base surrogates (see
Scheme 1).[71] It was unclear in which binding geometry thia-
zole orange would intercalate in PNA–DNA duplexes. For this
reason, both linkages of the benzothiazole (TOB) and quinoline
(TOQ) ring to a peptide nucleic acid scaffold were investigated.


Results


Synthesis


The TO fluorophore (see 5 in Scheme 1) was equipped with
carboxyalkyl spacers of varying length in order to enable cou-
pling with the PNA backbone. Rather than preparing pre-
formed monomer building blocks for each of the six TO deriva-
tives 5 a–f to be tested, it was preferable to gain a divergent
access to PNA–dye conjugates. As the central building block,
an orthogonally protected backbone module such as the
Fmoc/Aloc-protected aminoethylglycine 2 was incorporated
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during the Fmoc-based PNA solid-phase synthesis. After com-
pletion of the PNA assembly the Aloc group was removed by
Pd0-mediated allyl transfer. Prior to subsequent dye coupling,
the full-length PNA–resin conjugate 4 was divided into six por-
tions. The low solubility of the thiazole orange derivatives in
commonly used peptide-synthesis solvents along with the
poor reactivity of the N-alkyl amino acid structure in 4 ren-
dered the acylation of the liberated backbone amino group
more difficult than expected. Ultimately, it was found that the
addition of pyridinium p-toluenesulfonate increased the thia-
zole orange solubility and enabled its coupling to the support-
ed PNA oligomer 4. Standard acidolysis liberated the unpro-


tected PNA–TO conjugates 7 a–f,
which were subsequently purified
by reversed-phase (RP) HPLC.
MALDI-TOF MS along with UV/Vis
and fluorescence spectrometry
confirmed the molecular masses
of 7 a–f and the integrity of the
chromophores. The single-base
mutants 8 a–f were synthesized
by utilizing the same approach.


TM measurements


In PNA–TO conjugates 7 and 8
the bicyclic fluorophores were
linked through C2, C3, and C6


tethers to the quinoline ring
(TOQ1, TOQ2, TOQ5) or the benzo-
thiazole ring (TOB1, TOB2, TOB5). In
order to assess the ability of the
TO derivatives to confer strong
and sequence-selective binding
to complementary DNA, melting
analyses were performed. Probes
7 and 8 were hybridized with oli-
godeoxynucleotides 9 and 10
which resembled wild-type and
mutant sequences, respectively,
with respect to the known G12V
mutation in the ras gene.[72] The
melting curves showed sigmoid
behavior in all cases, a result
which suggests cooperative base
pairing. However, the duplexes
containing TOB5–PNA, 7 f and 8 f,
had different denaturation and
renaturation curves that indicated
hysteresis. Melting analyses re-
vealed that the TM values of du-
plexes that contained quinoline-
linked TO (TOQ) showed a pro-
nounced dependence on the
spacer length (Table 1). For exam-
ple, a decrease of the spacer
length by 4 carbon atoms (TOQ5


versus TOQ1) led to an increase in the TM value of 16 8C for
matched duplex 7·10 (TM = 42 8C with TOQ5 and TM = 58 8C with
TOQ1) and of 25 8C for matched duplex 8·9 (TM = 41 8C with
TOQ5 and TM = 66 8C with TOQ1). Duplexes in which the TO chro-
mophores were anchored through the benzothiazole ring
(TOB) were less dependent on the spacer length and varied in
thermal stability by 6 8C and 15 8C for matched duplexes 7·10
and 8·9, respectively. The highest duplex stability was mea-
sured for duplexes 7 a·10 and 8 a·9 in which TO was anchored
through an acetyl tether to the quinoline ring (TOQ1).


The hybridization selectivity of probes 7 and 8 was investi-
gated by studying mismatched duplexes 7·9 and 8·10. It was


Scheme 1. a) Cycle of 1) piperidine/DMF (1:4) ; 2) Fmoc-X(Bhoc)-OH (for X = a, c, or g) or Fmoc-t-OH B is used in the
scheme for the bases on their own and t doesn’t need the protecting group or 2, NMM, PyBop, NMP; 3) Ac2O/lutidine,
DMF ; b) 2 � [Pd(PPh3)4] , dimethyl amine borane complex, CH2Cl2 ; c) 5, PyBOP, PPTS, NMM, DMF (double coupling) ;
d) TFA, m-cresol, H2O, H-Cys-OMe. Aloc = allyloxycarbonyl, B = base A, C, G, or T as appropriate, Bhoc = R = benzhydryl-
oxycarbonyl (protecting group for NH2 group on base), DMF = N,N-dimethylformamide, Fmoc = 9-fluorenylmethoxycar-
bonyl, NMM = N-methylmorpholine, NMP = N-methylpyrrolidine, PPTS = pyridinium p-toluenesulfonate, PyBop =


(Benzotriazol-1-yloxy)tripyrrolidonophosphonium hexafluorophosphate, TFA = trifluoroacetic acid.
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observed that the incorporation of TOQ2 and TOQ5 in mis-
matched duplexes 7 c·9 (TM = 42 8C) and 8 b,c·10 (TM = 41,
40 8C) had little effect on duplex stability when compared to
matched duplexes 7 c·10 (TM = 42 8C) and 8 b,c·9 (TM = 42,
41 8C). Interestingly, in a few cases single-mismatched duplexes
were rendered even more stable than perfect duplexes, for ex-
ample, TOQ2 and TOB1 in duplexes 7 b·9 and 7 d·9 led to an in-
crease of 4 and 10 8C, respectively, in the TM values. Hybridiza-
tion with the acetyl-linked TOQ1 behaved “normally”, the pres-
ence of the A–G mismatch in 7 a·9 and of the C–T mismatch in
8 a·10 decreased the melting temperature by 8 and 12 8C, re-
spectively. The data suggested that TOQ1 conferred higher DNA
affinities and hybridization selectivities than the other tested
TO derivatives. We therefore chose PNA conjugates bearing
TOQ1 as the fluorescent base surrogate for further evaluation of
hybridization properties.


Melting studies with duplexes 11·12 were performed in
order to explore the role of nucleobases opposite to TOQ1. In
PNA–DNA duplexes 11·12 TOQ1 was paired against each of the
four natural DNA bases. Melting analyses suggested that each
of the four nucleobases was tolerated well by TOQ1 (Table 2).
The TM values were within a range of 1 8C, with an average
value of 68 8C. Most interestingly, a comparison with the TM


value of 69 8C provided by an A–T base pair (11 A·12 AT) re-
vealed that the replacement of adenine by TO reduced duplex
stability by only 1 8C. This suggests that, within the studied se-
quence context, pairing TO against A, C, G, or T is almost as ef-
ficient in duplex stabilization as pairing A against T. A compari-
son of TO base pairing with the more stable C–G base pairing
was the next study performed. It became apparent that re-
placement of a C–G base pair by a TO–G pair reduced duplex
stability by DTM = 3 8C (data not shown).[10]


The decreased TM values (DTM = 9, 14, 11, and 11 8C, respec-
tively) observed with duplexes 11·12 CA, 11·12 CC, 11·12 CG,


and 11·12 CT (Y = C) containing a mismatched cytosine adja-
cent to TOQ1 revealed that probe hybridization was sequence
selective irrespective of the identity of the TOQ1 pairing partner
(Table 2). The DTM value of 15 8C determined when comparing
the thermal stability of matched and mismatched duplexes
11 A·12 AT and 11 A·12 CT suggested that hybridization of un-
changed PNA 11 A is slightly more selective than hybridization
of TOQ1-containing PNA 11. It was concluded that thiazole
orange, when linked through an acetyl tether to the quinoline
ring, has the potential to serve as universal PNA base convey-
ing a “pairing strength” that can resemble that of an A–T base
pair.


Fluorescence studies


PNA probes 7 a and 8 a bearing TOQ1 as an artificial base met
the demanded hybridization criteria, in that TOQ1 paired well to
all four natural nucleobases with an unimpaired DNA affinity
and high hybridization selectivity. The fluorescence properties
of PNA–TO conjugates, such as 7 a–f and 8 a–f, were studied
next. Thiazole orange has low fluorescence in its free form but
is rendered highly fluorescent upon intercalation into DNA. We
presumed that hybridization of PNA probes 7 and 8 would
also result in TO fluorescence enhancements that would
enable homogeneous DNA detection. Figure 2 shows fluores-
cence spectra of PNA–TO conjugates 11 as measured before
and after hybridization to oligodeoxynucleotides 9 and 10. The
analysis of quinoline-linked PNA–TOQ conjugates 7 a–c showed
that the fluorescence emission of propionyl- and caproyl-
linked TO (TOQ2 and TOQ5, respectively) was enhanced by a
factor of 2–3, relative to the single-strand emissions, upon
matched hybridization (Figures 2 B and C, respectively). Similar
fluorescence enhancements were obtained after addition of
mismatched DNA 9. The emission properties of TOQ1 proved


Table 1. Melting temperatures of PNA–DNA duplexes containing TO derivatives as base surrogates.


5’-CGCTGYAGGTGT-3’
CGly-gcgaOXtccacaN


X–Y = a–T X–Y = a–G X-Y = c–G X-Y = c–T
O TM(7·10) [8C] TM(7·9) [8C] DTM [8C] TM(8·9) [8C] TM(8·10) [8C] DTM [8C]


TOQ1 7 a 58 50 8 8 a 66 54 12
TOQ2 7 b 41 45 �4 8 b 42 41 1
TOQ5 7 c 42 42 0 8 c 41 40 1
TOB1 7 d 46 56 �10 8 d 57 47 10
TOB2 7 e 48 43 6 8 e 52 46 6
TOB5 7 f 42 52 �10 8 f 42 40 2


Table 2. Melting temperatures of PNA–DNA duplexes containing TOQ1 as a base surrogate.


5’-CGGCTYZTACGGC-3’ YZ = AA, 12 AA ; AC, 12 AC ; AG, 12 AG ; AT, 12 AT; etc.
CGly-gccgatOatgccgN O = TOQ1, 11; A, 11 A


O–Z = TOQ1–A O–Z = TOQ1–C O–Z = TOQ1–G O–Z = TOQ1–T O–Z = A–T
Y TM [8C] TM [8C] TM [8C] TM [8C] TM [8C]


A 67 68 68 68 69
C 58 (9)[a] 54 (14)[a] 57 (11)[a] 57 (11)[a] 54 (15)[a]


[a] The DTM values between the matched and mismatched duplexes are given in brackets.
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significantly more responsive (Figure 2 A). Binding of 7 a to the
matched target 10 resulted in pronounced increases in fluores-
cence intensity (15-fold at 525 nm). Interestingly, the fluores-
cence intensification obtained after addition of mismatched
DNA 9 was significantly lower (5-fold at 525 nm).


PNA probes 7 d–f, in which TO was linked through the ben-
zothiazole ring, performed differently, in that fluorescence of
mismatched duplexes was higher than fluorescence of match-
ed duplexes (Figure 2 D–F). Fluorescence enhancements upon
matched or mismatched hybridization can both be of use in
developing DNA-detection chemistry. However, the sensitivity
of TOB fluorescence in response to hybridization was lower
than that of TOQ fluorescence. For example, the emission of
TOB1 in 7 d was enhanced by a factor of 4 upon mismatched
hybridization (Figure 2 D) in contrast to the enhancement
factor of 15 observed upon matched hybridization of TOQ1-
containing probe 7 a.


In summary, PNA in which thiazole orange was linked as a
base surrogate through an acetyl tether to the quinoline ring
exhibited a superior fluorescence behavior when compared
with TOQ2, TOQ5, TOB1, TOB2, and TOB5. Both hybridization-in-
duced fluorescence enhancements and responsiveness to adja-
cent mismatched base pairs were higher. To exclude the possi-
bility of nonspecific intercalation of TOQ1 in PNA conjugates
such as 11, sequence-unrelated duplex DNA was added
(Figure 3). However, a change in emission intensity was not ob-
servable, a result indicating that changes in TOQ1 fluorescence
are due to interactions with specific targets. Moreover, TOQ1


conferred higher DNA affinities and hybridization selectivities
than the other tested TO base surrogates. Subsequent fluores-


cence studies were therefore focused on PNA bearing TOQ1 as
the artificial base.


The previous melting studies attested to the ability of TOQ1


to pair equally well to A, T, G, and C. To test the fluorescence
response upon universal base pairing, more detailed hybridiza-
tion studies were performed. In PNA–DNA duplexes 11·12 TOQ1


was paired against eight different DNA strands offering four
different TOQ1 pairing partners (Z) and four different TOQ1 inter-
strand stacking partners (Y in Figure 4 A). It became apparent
that the duplex formation was accompanied by a shift of the
emission maximum from 533 to 527 nm and enhancements of
fluorescence intensity, properties that are typically observed
upon TO intercalation.[69, 70] The highest fluorescence enhance-
ments were measured upon addition of perfectly complemen-


Figure 2. Fluorescence spectra (arbitrary units, calibration based on fluorescence of single-stranded 7 c for the upper panel and single-stranded 7 d for the lower
panel) of single strands (black), matched duplexes (red), and mismatched duplexes (blue) containing PNA probes A) 7 a, B) 7 b, C) 7 c, D) 7 d, E) 7 e, and F) 7 f. Mea-
surement conditions: 1 mm probes and DNA in buffer at 25 8C (100 mm NaCl, 10 mm NaH2PO4, pH 7), excitation: 510 nm, emission: 520–600 nm.


Figure 3. Fluorescence spectra of PNA probe 11 before and after addition of
unrelated duplex DNA (5’-CACACCTCCAGCGCCC-3’:5’-GGGCGCTGGAGGTGTG-
3’). For measurement conditions, see the legend of Figure 2.
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tary DNA (black columns in Figure 4 A). For example, the emis-
sions of the matched duplexes 11·12 AG and 11·12 AT, in
which TO was paired against guanine and thymine were 14
and 19 times higher, than the emission of the single-stranded
probe 11. Binding opposite to adenine (11·12 AA) and cytosine
(11·12 AC) increased TO fluorescence by factors of 13 and 11,
respectively. The lowest fluorescence enhancements were ob-
tained upon addition of single-mismatched DNA (white col-
umns in Figure 4 A). It has to be noted that the fluorescence
measurements depicted in Figure 4 A were performed at 25 8C.
Both matched and single-mismatched duplexes were present.
Nevertheless, fluorescence intensities of single-mismatched
duplexes containing PNA 11 were always lower than those
of matched duplexes. This attenuation of fluorescence in re-
sponse to mismatched hybridization is expected to be useful
for the analysis of single-base mutations.


In real-time quantitative PCR analysis, probe hybridization
and hence DNA detection is performed in the annealing cycle
at temperatures of 50–70 8C. Figure 4 B shows the results of
fluorescence measurements at 60 8C. Matched hybridization at
60 8C was accompanied by almost unchanged (Z = C, G) or
even increased fluorescence enhancements (Z = A, T) in com-
parison to the results obtained for hybridization at 25 8C. At
60 8C hybridization to 12 AT increased the fluorescence of 11
by a factor of 26 as opposed to the 19-fold fluorescence en-
hancement at 25 8C. In contrast, the increase of temperature
led to reduced fluorescence enhancements upon mismatched
hybridization. As a result, hybridization at elevated tempera-
ture allowed better discrimination between matched and
single-mismatched targets. For example, the emission of probe
11 in the presence of matched target 12 AT was tenfold higher
than that observed in presence of the single-mismatched
target 12 CT (Figure 4 B), as opposed to a threefold stronger
fluorescence enhancement upon matched hybridization at
25 8C (Figure 4 A). This enhanced match/mismatch discrimina-


tion can be explained by the reduced thermal stability of the
mismatched duplex which is 11 8C lower when compared with
the TM value of the matched duplex (see Table 2). The ability to
discriminate at a given temperature between matched and
mismatched targets without concomitantly affecting the fluo-
rescence intensification upon matched hybridization could
prove useful if PNA–TO probes such as 11 were to be used in
real-time PCR analysis.


A commonly observed problem of fluorescent nucleobases
and base surrogates concerns fluorescence quenching by
flanking G–C base pairs.[73] To explore the effect of adjacent
G–C base pairs on TOQ1 fluorescence, hybridization studies
with probes 13 and 14 providing C or G as intrastrand stacking
partners, respectively, were performed (Figure 5). Again, hy-
bridization was found to result in strong fluorescence enhance-
ments, which reached factors of 20 and 15 for 13 and 14,
respectively.


Discussion


Duplex stability


The dramatically different thermal stabilities that were mea-
sured for duplexes that contained thiazole orange base surro-
gates linked through different tethers are unprecedented.
However, in previous studies, intercalators have been most
commonly linked into DNA helices by means of flexible open-
chain ribose analogues such as threoninol.[41–47] Linking base
surrogates to flexible open-chain sugar analogues may result
in an attenuation of linker effects, which, in contrast, may
become apparent when anchoring base surrogates to the rigid
2’-deoxyribose phosphate backbone or its aminoethylglycine
equivalent in PNA. Of the six TO base surrogates that were
evaluated, TOQ1 proved to be most efficient in stabilizing a
PNA–DNA duplex and in conferring selective base pairing of


Figure 4. Fluorescence enhancement F/F0 of PNA probe 11 measured at 530 nm after formation of match duplexes (black columns) and mismatch duplexes (white
columns) at A) 25 8C and B) 60 8C. F0 = fluorescence intensity of the PNA single strand 11, F = fluorescence intensity after addition of DNA 12. For measurement con-
ditions, see the legend of Figure 2.
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adjacent nucleobases. Presumably, TOQ1 is best at duplex stabi-
lization and hybridization selectivity because the acetate tether
most closely resembles DNA or PNA in linker length.


TOQ1 was found to pair equally well (within a 1 8C range of
TM values) with each of the four natural DNA bases and to de-
stabilize the duplex by only 1 8C (relative to an A–T base pair ;
see Table 2). Although similar abilities in nondiscriminative
PNA–DNA pairing have been described before,[16] none of the
previously reported universal bases, to best of our knowledge,
was as efficient in maintaining duplex stability. Given the
almost unchanged duplex stability of TOQ1-containing PNA–
DNA duplexes, it appears plausible to assume that TO can
compensate for the losses in thermal stability induced by the
lack of hydrogen-bonding interactions by means of its extra-
ordinary base-stacking ability. Similar but less pronounced ef-
fects have been observed when typical intercalators such as
pyrene, acridine, and phenanthridinium were incorporated as
artificial bases in DNA. The ability to nondiscriminatively pair
to each of the four natural bases is surprising at first glance
since it is difficult to imagine how both TOQ1 and the opposing
base can fit into the interior of a nucleic acid duplex. However,
steric clashes can be avoided by forming a bulged structure or
by flipping the TOQ1 pairing partner into an extrahelical posi-
tion.


Fluorescence properties


TO-based chromophores become fluorescent when a binding
event such as intercalation forces the two ring systems into a
coplanar conformation. The six tested TO derivatives are char-
acterized by an identical cyanine chromophore. The different
fluorescence properties observed for PNA probes containing
TO derivatives as base surrogates are therefore attributable to
changes in the fluorophore’s microenvironment. Remarkably,
TO fluorescence showed characteristics that varied from virtu-
ally nonresponsive to hybridization (TOQ2, TOQ5, TOB5) to match-
specific (TOQ1) and single-mismatch-specific (TOB1, TOB2) fluores-
cence enhancements. These results highlight the importance


of performing linker studies.
TOQ1 brought about the highest
responsiveness to the presence
of target DNA (Figure 2), a result
which provides further support
for the notion that the acetate
linkage to the quinoline ring
best allowed intercalation and
hence coplanarization of the TO
ring systems.


Despite exhibiting nondiscri-
minative base pairing, the fluo-
rescence of TO responded to
changes in the immediate envi-
ronment. For example, within
the studied sequences, thymine
appeared to be the optimal pair-
ing partner when aiming for a
high fluorescence enhancement


(Figure 4). In contrast to results obtained with most other fluo-
rescent base analogues, the presence of guanine, either as
pairing partner or as a stacking partner, did not result in
quenching of fluorescence (Figure 5). The hybridization
induced fluorescence enhancement reached a factor of 26,
which is in the range of fluorescence intensifications obtained
with commonly used dual-labeled probes such as adjacent
probes and molecular beacons. Typically, structured dual-
labeled probes such as molecular beacons exhibit the highest
fluorescence enhancements at low temperatures.[8] In contrast,
PNA–TO conjugates such as 11 exhibit their highest perfor-
mance at the elevated temperatures applied in real-time PCR
analysis (Figure 4 B).


End-labeled PNA–TO conjugates (light-up probes) have been
used in real-time PCR analysis.[13, 14] In these probes, TO is
linked through a flexible spacer that allows the fluorophore to
intercalate between base pairs of the formed duplex. The fluo-
rescence enhancements measured upon hybridization of PNA–
TO conjugates such as 7 and 11 were comparable to or higher
than those obtained with mixed-sequence light-up probes. We
therefore expect that probes such as 11 will be similarly effec-
tive in real-time analysis. There is, however, a marked differ-
ence as to the responsiveness to single-base mismatches. In
PNA probe 11 the TO is forced to intercalate at a chosen site
within the sequence rather than hanging by a flexible tether.
This intercalation mode rendered TO fluorescence sensitive to
an adjacent base mismatch, as opposed to the situation in
dual-labeled and end-labeled probes in which fluorescence is
usually invariant once a matched or single-mismatched duplex
has formed. The low emission in the presence of adjacent mis-
matches can be attributed to a locally increased flexibility of
mismatched duplexes and less efficient planarization of TO. Re-
markably, fluorescence of mismatched duplexes proved lower
than fluorescence of matched duplexes at any temperature
(data not shown). Match/mismatch discrimination was highest
at elevated temperatures and reached factors of tenfold, which
compare well with the discriminative power of dual-labeled
hybridization probes.


Figure 5. Fluorescence spectra (arbitrary units) measured before (lower curve) and after (upper curve) matched hybrid-
ization of A) PNA probe 13 containing cytosine adjacent to TO and B) PNA probe 14 containing guanine adjacent to
TO.
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Less pronounced abilities in distinguishing a target se-
quence from its single-base mutant at temperatures below the
TM value of mismatched probe–target complexes have been
reported for HyBeacons[74] and 1,10-phenanthroline-modified
bases.[50] Recently, fluorescent nucleotides comprised of benzo-
and naphtho-annulated nucleobases and pyrene-modified pyri-
midine bases have been described that sometimes show even
higher match/mismatch selectivities (2–20-fold).[48–51, 75] Howev-
er, fluorescence enhancements in response to matched hybrid-
ization appear lower than those observed with TO as the fluo-
rescent base, particularly in the presence of adjacent G–C base
pairs. We envision that PNA probes such as 11 containing TO
as an artificial base might be of use in applications where it is
difficult to select stringent hybridization conditions, such as in
real-time PCR and self-reporting arrays. Moreover, the unique
fluorescence properties and known resistance of PNA to bio-
logical degradation suggests the use of these probes in live-
cell analysis. However, prior to such ventures, a detailed anal-
ysis of TO fluorescence in different sequence contexts is
needed.


Conclusion


It was the aim of this investigation to find a fluorescent base
surrogate that is able to signal hybridization in a single-nucleo-
tide specific manner, even under nonstringent hybridization
conditions in which both matched and single-mismatched hy-
bridization occur. Of the six thiazole orange base surrogates
that were tested, the one linked by an acetate tether to the
quinoline ring (TOQ1) proved to be the best suited for the pur-
pose. TOQ1 was most efficient in stabilizing a PNA–DNA duplex
and conferring selectivity as far as pairing of the adjacent nu-
cleobase was concerned. The hybridization-induced fluores-
cence enhancement of forced intercalation of thiazole orange
probes (FIT probes) reached a factor of 26, which is in the
range of the fluorescence intensifications obtained with com-
monly used dual-labeled probes. In contrast to common
probes, FIT probes containing thiazole orange as a base surro-
gate show attenuated fluorescence enhancements upon for-
mation of single-mismatched duplexes. This is an important
result because it provides two levels of sequence discrimina-
tion. First, hybridization requires lower temperatures for the
mismatched sequence than for the fully matched sequence, a
typical feature of “conventional” hybridization probes. Howev-
er, because the fluorescence enhancement of FIT probes is
lower for mismatched sequences, this strategy might allow
mismatched duplexes to form but can still discriminate them
from fully matched duplexes. It hence appears possible to dis-
tinguish a target sequence from its single-base mutant even at
temperatures below the TM value of the mismatched probe–
target complexes. Such properties could prove useful in real-
time quantitative PCR analysis, array technology, and live-cell
analysis.


Experimental Section


General methods and materials : Fluorescence spectroscopy was
performed with a Varian Cary Eclipse fluorescence spectrophoto-
meter. A Varian Cary 100 Bio-UV/Visible spectrophotometer was
used for optical and melting analyses. DNA was purchased from
MWG-Biotech in HPSF quality. Fmoc/Bhoc-protected PNA mono-
mers were purchased from Applied Biosystems. Water was purified
with a Milli-Q Ultrapure water purification system (Millipore Corpo-
ration).


TM measurements : UV melting curves were measured at 260 nm.
A degassed aqueous solution of 100 mm NaCl and 10 mm NaH2PO4


adjusted to pH 7.0 with 2 m NaOH or 2 m HCl (as required) was
used as the buffer. The DNA and PNA oligomers were mixed in 1:1
stochiometry and the solutions were adjusted to a final duplex
concentration of 1 mm. Prior to analysis, the samples were heated
to 85 8C and cooled within 1 h to the starting temperature of 20 8C.
The samples were heated to 85 8C at a rate of 1 8C min�1. TM values
were defined as the maximum of the first derivative of the melting
curve.


Fluorescence measurements : Stock solutions of the PNA probes
(125–500 pmol mL�1 in H2O) and the DNA targets (200–
250 pmol mL�1 in H2O) were prepared. PNA-probe solution was
added into a fluorescence quartz cuvette (4 � 10 mm) and diluted
with aqueous degassed buffer (100 mm NaCl, 10 mm NaH2PO4 at
pH 7.0; 987–994 mL). The fluorescence spectrum (excitation:
510 nm; excitation slit width: 5 nm; emission slit width: 2.5 nm)
was recorded at the specified temperature. DNA-target solution
(1 nmol) was added to give a total volume of 1 mL and the fluores-
cence spectrum was recorded after 20 min.
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Imaging Activation of Two Ras Isoforms
Simultaneously in a Single Cell
Anna Peyker,[a] Oliver Rocks,[b] and Philippe I. H. Bastiaens*[a]


Introduction


A rapidly developing field in cell biology is that of visualizing
protein interactions by using FRET microscopy. In the field of
signal transduction, protein interactions are often used to
monitor the activation state of signalling molecules.[1] To inves-
tigate the properties of a complex signalling network in a cell,
it is crucial to be able to follow the location and timing of the
activation of several protein elements of this network simulta-
neously as well as to correlate their activities in a cell. Small
GTPases of the Ras family are key regulators in the signal-trans-
duction networks of all eukaryotic cells. Ras family proteins
work as molecular switches that cycle between an inactive
GDP-bound and an active GTP-bound state in a highly regulat-
ed manner. Guanine-nucleotide exchange factors (GEFs) acti-
vate Ras proteins by exchanging GDP for GTP, whereas
GTPase-activator proteins (GAPs) inactivate Ras proteins by in-
creasing the rate of GTP hydrolysis. Each member of the Ras
family has a certain subset of regulating proteins that define
its activation state. In their active state, Ras proteins can bind
tightly to effector molecules, which further propagate the
signal. Together with the input from other signalling pathways,
this regulates a variety of cellular responses, such as cell
growth, survival or differentiation.


The major Ras isoforms, H-Ras, N-Ras, K-Ras4B (usually refer-
red to as K-Ras) and the alternatively spliced K-Ras4A share a
high degree of sequence homology. The sequences of the 165
N-terminal amino acids are almost identical, whereas those of
the hypervariable region, consisting of the last 25 amino acids
are much more dissimilar. Some regions, like the effector bind-
ing domains are 100 % identical on the sequence level. H-, N-
and K-Ras bind to the same set of effectors, although isoform
specific preferences have been reported.[2–4] Yet, the biological
output of isoform-specific signalling can be diverse. Gene
knockouts of the different isoforms in mice give rise to differ-


ent phenotypes.[5, 6] Mutations of Ras that cause constitutive ac-
tivation have been shown to be present in several cancers.[7]


Analysis of human tumours has revealed a preferred occur-
rence of certain oncogenic Ras isoforms in certain tumour
types.[8] It is still unclear how this functional specificity of Ras
isoforms is achieved. Recent studies support the notion that
different localization of Ras isoforms in the cell might account
for their specific signalling outputs.[9] It is the very C-terminal
hypervariable region of Ras that targets different Ras isoforms
to different cellular locations. The only conserved motif in this
region is a CAAX box (C stands for cysteine, A for an aliphatic
amino acid and X for methionine or serine), a target sequence
for post-translational modification. The CAAX box is recognized
by a farnesyl transferase that attaches a farnesyl to the cys-
teine and thereby conveys an increased affinity of Ras for
membranes. Subsequently the AAX residues of the CAAX motif
are proteolytically removed, and the farnesylated cysteine is a-
carboxymethylated by enzymes resident at the endoplasmic
reticulum. An additional membrane-targeting signal then lo-
cates Ras to the plasma membrane. In the case of H- and N-
Ras, this signal is palmitoylation of one or two further cys-
teines, respectively. K-Ras is not palmitoylated but has a poly-
basic domain containing multiple lysines that targets it to the
plasma membrane. While K-Ras is restricted to the plasma
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European Molecular Biology Laboratory
Meyerhofstraße 1, 69117 Heidelberg (Germany)
Fax: (+ 49) 6221-387-242
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[b] Dipl.-Biochem. O. Rocks
Max Planck Institute for Molecular Physiology
Otto-Hahn-Straße 11, 44227 Dortmund (Germany)


Fluorescence resonance energy transfer (FRET) microscopy ap-
proaches have been used to study protein interactions in living
cells. Up to now, due to the spectral requirements for FRET detec-
tion, this has been limited to the measurement of single protein
interactions. Here we present a novel time-resolved fluorescence
imaging method for simultaneously monitoring the activation
state of two proteins in a single cell. A Ras sensor, consisting of
fluorescently labelled Ras and a fluorescently labelled Ras binding
domain (RBD) of Raf, which reads out Ras activation by its inter-
action with RBD as a FRET signal, has been adapted for this pur-
pose. By using yellow (YFP) and cyan (CFP) versions of the green
fluorescent protein from Aquorea victoria as donors and a


tandem construct of Heteractis crispa Red (tHcRed) as acceptor
for both donors, two independent FRET signals can be measured
at the same time. Measuring the YFP and CFP donor lifetimes by
fluorescence-lifetime imaging microscopy (FLIM) allows us to dis-
tinguish the two different FRET signals in a single cell. Using this
approach, we show that different Ras isoforms and mutants that
localize to the plasma membrane, to the Golgi or to both com-
partments display distinct activation profiles upon growth-factor
stimulation ; this indicates that there is a differential regulation in
cellular compartments. The method presented here is especially
useful when studying spatiotemporal aspects of protein regula-
tion as part of larger cellular signalling networks.
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membrane, N- and H-Ras also localize to the Golgi, the singly
palmitoylated N-Ras to a higher content than the doubly pal-
mitoylated H-Ras.[10]


The relevance of Ras compartmentalization has recently
been addressed,[11, 12] demonstrating that stimulation of a cell
by epidermal growth factor (EGF) activates palmitoylated Ras
isoforms not only at the plasma membrane but also at the
Golgi. The activation profiles of plasma-membrane-localized
Ras and of Golgi-localized Ras show different kinetics. Further
studies indicate that, upon stimulation of cells, the Ras GEF
Ras-GRP1 translocates to the Golgi,[13] whereas the Ras-GAP
CAPRI translocates to the plasma membrane.[14] This causes a
fast and transient activation of Ras at the plasma membrane
and a sustained activation of Ras at the Golgi. Recently it was
shown that Ras is activated at the plasma membrane, and that
activation of Golgi-localized Ras occurs by net transport of Ras
from the plasma membrane, independent of its activation
state; this demonstrates that the activation state of Ras does
not determine its subcellular localization.[10] In this work, we in-
vestigated if it is conversely the subcellular localization of Ras
that causes the observed activation kinetics, by creating a sig-
nalling environment that causes transient activation at the
plasma membrane but sustained activation at the Golgi. This
would generate a system in which the distribution of Ras iso-
forms in different cellular compartments is the cause for their
diverse responses.


Fluorescent biosensors for the activation of many members
of the Ras family, like Rac,[15–17] Ran,[18, 19] Cdc42,[20] Rap1 and
Ras[21] have had a great impact on the present knowledge
about their function in signal transduction. Fluorescence-based
sensors for Ras activation typically contain a Ras-binding
domain (RBD) of an effector protein that only interacts with
the GTP-bound active form of Ras. These sensors are either
used to monitor the translocation of a fluorescently labelled
RBD to the sites of activated Ras or to measure FRET between
a fluorescently labelled RBD and a fluorescently labelled Ras.
FRET-based sensors for Ras activation can be designed as one
or two polypeptides. In the first case, intramolecular binding of
Ras and an RBD that are connected by a linker sequence
causes a change in the FRET signal of two attached fluoro-
phores.[21] The two-component sensor, which consists of the
Ras labelled with one fluorophore and of an RBD labelled with
the second fluorophore, only shows a FRET signal when Ras is
activated and no signal when Ras is inactive; this gives it a
very high dynamic range.[22] Studies carried out with these
types of sensors have revealed important insights into real-
time signalling of Ras as well as other proteins of the Ras su-
perfamily. The major advantage of determining protein activa-
tion in single living cells as compared to large cell populations
in bulk biochemical activity assays is that a level of complexity
is added at the same time: the reaction of a cell towards a cer-
tain signal does not only depend on the stimulus but on the
status of its internal signalling network. The fact that the status
of the signalling networks in individual cells may differ makes
it hard to compare the localization patterns and activation ki-
netics of different proteins in separate cells. To investigate the
function of a Ras protein in the context of other signalling


events, we developed a method that enables us to visualize
the localization and activation of two proteins simultaneously
in the same cell.


Results and Discussion


CFP and YFP are both FRET donors for tHcRed


FRET is a nonradiative transfer of energy from an excited
donor fluorophore to an acceptor. It depends on the distance
and orientation of the chromophores and on the overlap of
the emission spectrum of the donor and the excitation spec-
trum of the acceptor.[23, 24] A FRET sensor for Ras activation,
which we recently developed, consists of a Ras protein fused
to YFP as a donor and the Raf RBD fused to tHcRed as an ac-
ceptor.[10] In order to be able to use two sensors of this kind in
a single cell, another FRET donor with a spectrum distinct from
that of YFP would additionally be needed. CFP is a fluorescent
protein variant with a spectrum distinct enough from YFP to
separate the fluorescence signals (Figure 1). We tested whether


the emission spectrum of CFP has a sufficient overlap with the
excitation spectrum of tHcRed for efficient energy transfer
(Figure 1). From the overlap of the donor emission and accep-
tor excitation spectra, we calculated the distance at which
50 % energy transfer takes place (R0). The R0 of YFP and tHcRed
was 6.7 nm, that of CFP and tHcRed was 4.9 nm; this clearly
shows that FRET can be expected to take place not only be-
tween YFP and tHcRed but also between CFP and tHcRed and
makes it possible to use these two donors simultaneously in a
single cell.


We then tested if an altered version of the Ras activation
sensor that uses CFP instead of YFP as a donor also gives a
FRET signal in vivo. We coexpressed CFP-H-Ras and Raf-RBD-
tHcRed in Maden Darby canine kidney (MDCK) cells and mea-
sured the donor lifetimes by FLIM (Figure 2). To confirm that
there is energy transfer from CFP to tHcRed, we photobleach-


Figure 1. Spectral overlap of CFP and YFP with tHcRed. Normalized emission
spectra of CFP (cyan), YFP (Citrine, yellow) and the excitation spectrum of
tHcRed (red) are shown. Arrows indicate the excitation wavelengths for CFP
and YFP, the windows of fluorescence detection are shown as coloured areas.
These filter settings allow separation of CFP and YFP fluorescence signals.
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ed the acceptor and compared the donor lifetimes before and
after photobleaching.[25] An increase of the donor lifetime after
acceptor photobleaching was observed; this demonstrates
energy transfer from CFP to tHcRed (Figure 2 A). To determine
the maximum FRET signal that can be expected when all FRET
donors are bound to an acceptor, a constitutively active
mutant of H-Ras (H-Ras G12V) was used and, as a negative
control, a dominant negative mutant of H-Ras (H-Ras S17N).
Furthermore, the lifetime of CFP-H-Ras G12V was measured in
cells expressing no acceptor. As can be seen in Figure 2, FRET
only takes place in cells expressing the activated Ras mutant
(G12V) and the acceptor RBD-tHcRed (RBD). No FRET occurs
between the inactive mutant of Ras (S17N) and RBD-tHcRed.
The lifetimes in cells that only express the donor are compara-
ble with the lifetimes in cells expressing the dominant nega-
tive mutant or the constitutively active mutant after acceptor
photobleaching. We also carried out these experiments using
the same mutants of Ras, but fused to YFP, in order to com-
pare the dynamic ranges of the FRET signals of the two sen-
sors. Figure 2 shows a clear FRET signal with both YFP and CFP
as the FRET donor. The dynamic ranges in the lifetime changes
for both sensors are substantial. The average lifetime increases
after acceptor photobleaching are 0.35 ns in the phase and
0.3 ns in the modulation lifetime of CFP and 0.5 ns in the
phase and 0.4 ns in the modulation lifetime of YFP, in the cells
expressing H-Ras G12V and RBD-tHcRed, shown in Figure 2.
YFP exhibits the higher FRET efficiency in the Ras–RBD complex
as expected from the R0 values; yet these results demonstrate
that both CFP and YFP can be used as FRET donors for the ac-
ceptor tHcRed.


Visualizing the activation of two different Ras proteins
simultaneously


We investigated the activation profiles of plasma-membrane-
versus Golgi-localized Ras using the double FRET probes in a


single cell. The K-Ras isoform was used as a Ras
probe that is confined to the plasma membrane, and
an H-Ras mutant, H-Ras C181S, was used as a Golgi
Ras probe. H-Ras C181S lacks one of its palmitoyla-
tion sites, and its steady-state distribution is therefore
strongly shifted to the Golgi (Figure 3 B). MDCK cells
were transfected to express CFP-K-Ras, YFP-H-Ras
C181S and RafRBD–tHcRed. Cells were selected that
expressed all three constructs and an excess of
RafRBD–tHcRed. The cells were stimulated with EGF,
and the CFP and YFP lifetimes were measured over
time. The average phase and modulation lifetimes


Figure 2. CFP and YFP are FRET donors for tHcRed. The Ras activation sensor
shows FRET with A) CFP- or B) YFP-Ras, indicated by an increase of donor life-
times after acceptor photobleaching. The images show fixed cells expressing the
different Ras mutants, H-Ras G12V (G12V) and H-Ras S17N (S17N) with or with-
out the acceptor RBD-tHcRed (RBD). Fluorescence images were taken (H-Ras)
and the phase (tp) and modulation (tm) lifetimes measured before (pre) and
after (post) acceptor photobleaching. The lowest row shows an image of the
acceptor fluorophore before photobleaching.


Figure 3. Activation kinetics in single cells. A) The fluorescence lifetimes of CFP-
K-Ras (broken line) and YFP-H-Ras C181S (solid line) were measured in cells ex-
pressing RBD-tHcRed. Cells were stimulated with EGF at t = 0. The normalized
average of phase and modulation lifetimes (t) obtained at each fluorescence
channel was plotted against the time after EGF stimulation. In the main figure,
the analysis of nine cells is displayed. The inset shows the activation profiles
within a single cell at the plasma membrane and at the Golgi. B) Confocal
images of cells coexpressing different H-Ras mutants labelled with YFP (YFP-
Ras) in red and the Golgi marker GalT-CFP in green and an overlay image of
both.
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were calculated for each fluorescence channel, and the normal-
ized average lifetimes were displayed at each time point. Fig-
ure 3 A shows the activation kinetics of nine cells, in all of
which both Ras proteins responded to EGF, as judged from the
decrease in fluorescence lifetime. Rapid activation of K-Ras at
the plasma membrane was apparent from the drop in CFP life-
time. This activation was transient, as the lifetime increased
again after reaching a minimum at 5 to 10 minutes. K-Ras dis-
played the same fast and transient activation profile as wild-
type H-Ras at the plasma membrane, whereas H-Ras C181S dis-
played a sustained activation profile like wild-type H-Ras at the
Golgi ; this showed that the location where Ras resides in a cell
does influence its activation kinetics. The drop in the YFP-H-
Ras C181S lifetime after growth-factor stimulation was small ;
this indicates that a low amount of protein is activated. Fig-
ure 3 B shows that only a very small amount of the H-Ras
C181S mutant localizes to the plasma membrane as compared
to wild-type H-Ras. This is in agreement with recent experi-
ments that suggest a very short residence time of this mutant
at the plasma membrane thereby decreasing the probability of
its activation.[10] As seen from Figure 3 A, in three out of nine
cells this activation was reversible, whereas in the other six
cells it stayed constant over a prolonged time. This heteroge-
neity in responses of individual cells, due to their individual
proteomic disposition makes it difficult to compare the behav-
iour of different isoforms in separate cells. An illustration of the
kinetics of the two Ras variants in a single cell allows a clear
distinction and comparison of the two activation patterns in
the same cellular conditions. The inset in Figure 3 A demon-
strates a delayed activation of H-Ras C181S as compared to K-
Ras. This again indicates that K-Ras, due to its localization at
the plasma membrane, shows the same transient activation
pattern as plasma membrane localized H-Ras, whereas H-Ras
C181S, due to its localization at the Golgi shows delayed and
sustained activation like Golgi-localized wild-type H-Ras. The
single-cell method described here thus allows us to correlate
biological responses in exactly the same cellular background
and makes it easier to identify cellular parameters that affect
the signalling output.


Comparing multiple Ras activation kinetics within a single
cell


To prove that it is the cellular location and not the isoform of
Ras that determines its activation profile, the kinetics of H- and
K-Ras in the plasma membrane have to be compared to the
kinetics of H-Ras at the Golgi.


As the plasma membrane is a compartment where both H-
Ras and K-Ras are localized, energy transfer between CFP- and
YFP-labelled Ras cannot be ruled out. This could cause a prob-
lem in a case in which FRET between CFP– and YFP–Ras
changes upon Ras activation. As long as such a FRET signal is
constant, it would not influence lifetime changes of CFP or YFP
measured upon binding of the acceptor tHcRed. To test this
possibility, acceptor photobleaching experiments were per-
formed in cells expressing different isoforms or mutants of Ras
fused to CFP and YFP (Figure 4 A). In all experiments, a con-


stant increase of 0.2 ns in CFP lifetime was measured after
photobleaching of the YFP. To investigate a possible effect of
the isoform of Ras on the FRET signal, the photobleaching ex-
periment was also carried out in cells expressing CFP- and YFP-
labelled K-Ras (Figure 4 A). The increase in CFP lifetime after
photobleaching was the same as in the case of H-Ras; this ex-
cluded any influence of the isoform of Ras on the FRET signal.
To rule out an influence of the activation state of Ras, photo-
bleaching was also performed with CFP- and YFP-labelled con-
stitutively active or dominant negative Ras (Figure 4 A). Again,
in both cases the lifetime increase was the same as for wild-
type Ras; this showed that the FRET signal is not dependent
on the activation state of Ras. To make sure that this is also
the case in living cells, cells expressing CFP- and YFP-labelled
H-Ras were stimulated with EGF, and the CFP lifetime was mea-
sured over time (Figure 4 B). (To estimate possible effects of
CFP photobleaching during the time course, four FLIM sequen-
ces were recorded before EGF addition.) The CFP lifetime did
not change before or within seven minutes of EGF addition;
this showed that the FRET signal stays constant when Ras gets
activated in living cells. H-Ras has been reported to reside in
different microdomains within the plasma membrane, depend-
ing on its activation state.[26] To test the influence of Ras mem-
brane microlocalization on the FRET signal between two label-
led Ras molecules, cells expressing CFP- and YFP-H-Ras were
treated with methyl-b-cyclodextrin to disrupt plasma-mem-
brane organization by cholesterol depletion. As shown in Fig-
ure 4 B, cholesterol depletion did not influence the FRET signal
between CFP- and YFP-Ras, as the CFP lifetime stayed constant
over time.


tHcRed is a tandem construct of two HcRed molecules, de-
signed to minimize dimerization of fusion proteins by forming
an intramolecular dimer;[27] yet, a residual tendency of tHcRed
to form oligomers cannot be excluded. Therefore crosslinking
of CFP– and YFP–Ras in the plasma membrane by oligomeriza-
tion of RafRBD–tHcRed was tested, as this could influence the
FRET signal between CFP– and YFP–Ras. Cells expressing YFP-
H-Ras, CFP-K-Ras and an excess of RafRBD–tHcRed were stimu-
lated with EGF, and the CFP and YFP lifetimes were measured
over time. To uncouple the effect of tHcRed oligomerization
from its function as a FRET acceptor for CFP and YFP, tHcRed
was photobleached before EGF stimulation and before each
measurement of CFP or YFP lifetime. Figure 4 C shows that
there is no change in lifetimes of CFP or YFP and therefore no
change of the constant CFP/YFP FRET signal caused by oligo-
merization of tHcRed. These experiments revealed a constant
FRET signal between CFP- and YFP-labelled Ras proteins in the
plasma membrane that is independent of activation state, iso-
form or membrane microlocalization of Ras and is not influ-
enced by binding of tHcRed. This points to the presence of
constitutive clusters of Ras in the plasma membrane.


In order to investigate whether the plasma membrane and
the Golgi represent cellular environments that determine the
activation profile of Ras isoforms, we simultaneously imaged
H- and K-Ras activity in single cells to see if their activation
kinetics at the plasma membrane are comparable but distinct
from the activation kinetics of H-Ras on the Golgi. The known
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localization of H-Ras at the plasma membrane and at the Golgi
should allow discrimination of the fluorescence signals from
the two locations. YFP-H-Ras wild-type, CFP-K-Ras and RafRBD–
tHcRed were coexpressed in MDCK cells. After stimulation of
the cells with EGF, the CFP and YFP lifetimes were measured at
different time points (Figure 5). Indeed, the activation of wild-
type H-Ras was much more pronounced than that of the
Golgi-localized C181S mutant. Both isoforms were activated by


EGF stimulation as demonstrated by a drop in lifetime, with a
transient profile at the plasma membrane increasing again
after a minimum at around 10 minutes (Figure 5 A). The time-
dependent average lifetimes calculated for the plasma mem-
brane and the Golgi are plotted in Figure 5 B to distinguish the
activation profiles of H-Ras on the plasma membrane, H-Ras
on the Golgi and K-Ras. The quantification allowed a compari-
son of the kinetics of H-Ras activation at the plasma mem-


Figure 4. FRET between CFP- and YFP-Ras in the plasma membrane. A) Cells expressing CFP- and YFP-tagged H-Ras wild-type (Hwt), H-Ras G12V (H 12V), H-Ras
S17N (H 17N) or K-Ras (Kwt) were fixed, and the CFP lifetime measured before (pre) and after (post) photobleaching. A) Average phase (tp) and modulation (tm) life-
times of at least six experiments. B) Cells expressing CFP- and YFP-H-Ras were treated with EGF or methyl-b-cyclodextrin (CD) at t = 0, and the CFP lifetimes were
measured over time. The average of the phase and modulation lifetimes (t) were plotted against the time after addition of EGF or CD. C) Cells expressing CFP-H-
Ras, YFP-K-Ras and Raf-RBD-tHcRed were stimulated with EGF at t = 0. After the first lifetime measurement 5 min before addition of EGF and before each lifetime
measurement, tHcRed was photobleached, and CFP and YFP lifetimes were measured over time. The averages of phase and modulation lifetimes were normalized
to the lifetime value measured after photobleaching of tHcRed before addition of EGF and plotted against the time after EGF addition.


82 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 78 – 85


P. I. H. Bastiaens et al.



www.chembiochem.org





brane and at the Golgi. The onset of H-Ras activation at the
Golgi was delayed compared to that at the plasma membrane.
This is consistent with previous results showing that initiation of
Golgi H-Ras activation occurs by net transport of active material
from the plasma membrane.[10] Furthermore, H-Ras at the Golgi
displayed prolonged activation in contrast to the plasma mem-
brane, where activation was transient. This again indicates that
these distinct compartments affect the activation state of Ras.


The activation kinetics of both isoforms measured in differ-
ent cells exhibited similar patterns of plasma-membrane activa-
tion: fast and transient activation upon EGF stimulation. Only
when the activity profiles were compared in the same cell did
it become apparent that the activation of K-Ras was more re-


versible, whereas H-Ras exhibited a residual activity in the time
window of observation. This indicates that, in addition to com-
partment-specific regulation of Ras isoform activity by the local
composition of shared regulator molecules, the activity of Ras
isoforms is subtly modulated at late time points, possibly due
to sequence differences that target Ras isoforms to distinct
membrane microdomains[28] that thereby influence their acces-
sibility for regulating proteins.


Conclusion


Comparison of activation kinetics of proteins in a large
number of cells bears the problem of losing information about


Figure 5. Activation kinetics of H- and K-Ras. Cells expressing YFP-H-Ras, CFP-K-Ras and RBD-tHcRed were stimulated with EGF at t = 0. Fluorescence images were
taken (H-Ras, K-Ras), and the phase (tp) and modulation (tm) lifetimes were measured at the indicated time points. An image of RBD-tHcRed (RBD) was taken
before EGF stimulation. B) Quantification of one of the cells shown in A. The lifetimes of Golgi-localized YFP-H-Ras (solid line), plasma membrane-localized YFP-H-
Ras (dotted line) and CFP-K-Ras (broken line) were calculated, and the normalized averages of phase and modulation lifetime were plotted against the time after
EGF stimulation.
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correlated activities due to the heterogeneity in settings of the
signalling networks of cells. To circumvent this, a new FRET-
based method has been used to compare multiple activation
kinetics of proteins within a single cell. Two independent FRET
signals were measured by FLIM, with YFP and CFP as FRET
donors for the acceptor tHcRed. Using this approach, we inves-
tigated the impact that subcellular localization of different Ras
isoforms has on their differential activation patterns. H-Ras,
which localizes to the Golgi and to the plasma membrane,
showed two different localization-dependent activation profiles
upon growth-factor stimulation of the cell. Golgi-localized
wild-type H-Ras displayed a similar pattern of delayed and sus-
tained activity to a mutant that is predominantly targeted to
the Golgi, whereas plasma-membrane-localized H-Ras showed
the same fast and transient activity as K-Ras, an isoform that is
targeted exclusively to the plasma membrane. This clearly
demonstrates a dependence of the activation kinetics of Ras
on its site of residence within a cell. Our results show that
imaging of multiple activities in single cells can be a valuable
tool to assess the spatiotemporal regulation of cellular signal-
ling networks.


Experimental Section


Materials : Recombinant human EGF was obtained from Promega,
methyl-b-cyclodextrin and reagents for cell culture were purchased
from Sigma, and enzymes came from Fermentas.


Plasmids : Construction of the plasmids used in this work has been
described elsewhere.[10] Citrine,[29] the YFP variant used in this work,
and CFP have an additional mutation at position 206 where ala-
nine is replaced by lysine; this is known to reduce dimerization of
GFP variants.[30] GalT-CFP (Clontech) encodes a b-1,4-galactosyl-
transferase fused to CFP. The vectors carrying the different Ras var-
iants originate from pEYFP and pECFP (Clontech), with the cDNA
of the respective Ras version cloned into the Xho/Bam sites of the
multiple cloning sites. The plasmid ptHcRed-C1 was a gift from J.
Ellenberg. It encodes a tandem construct of two HcRed proteins,
separated by the linker GAGAGAGAGAGAGPVAT. The plasmid for
expression of RBD-tHcRed was constructed by cloning the DNA en-
coding the RBD of Raf (amino acids 52–132) into the Xho/Bam site
of pEYFP-N1 (Clontech) and exchanging the YFP sequence for the
tHcRed sequence.


Protein expression and spectroscopy : Recombinantly expressed
tHcRed was obtained from Evrogen, YFP was expressed with a
hexahistidine tag in E. coli and purified by using a Ni-NTA column
(Qiagen). Spectroscopic measurements were carried out on a
QuantaMaster C-61/2000SE fluorimeter (Photon Technology Inter-
national). The CFP emission spectrum was obtained from fluores
cence.bio-rad.com. The R0 [nm] was calculated by using the follow-
ing equation:


R0 ¼ ðk2JðlÞn�4QÞ1=6 � 97


here k2 is the orientation factor, for which we assumed a value of
2=3, Q is the quantum yield of the donor, which equals 0.76 for YFP
(Citrine) and 0.4 for CFP (ECFP), and J(l) is the overlap integral of
the donor emission and the acceptor excitation spectra, defined
as:


JðlÞ ¼
R


FðlÞeðlÞl4dl
R


FðlÞdl


here e(l) is the extinction coefficient of the acceptor, which is
160 000 m


�1 cm�1 at 590 nm for the dimer tHcRed, and F(l) is the
fluorescence intensity of the donor at wavelength l. The overlap
integrals were 7.745 � 10�13 cm6 mol�1 for Citrine and tHcRed and
2.259 � 10�13 cm6 mol�1 for ECFP and tHcRed.


Cell culture : MDCK cells were grown in Dulbecco’s modified
Eagle’s medium (DMEM) supplemented with foetal bovine serum
(10 %). For live-cell microscopy, cells were grown on 35 mm glass-
bottom dishes (MatTek) in low bicarbonate DMEM with HEPES
(25 nm), pH 7.4 without phenol red. Cells were transfected by
using the Effectene transfection kit from Qiagen. Before microsco-
py, cells were serum-starved for 4–8 h. To stimulate cells, EGF
(100ng mL�1) was added, for cholesterol depletion, methyl-b-cyclo-
dextrin (20 mm) was added to the imaging medium. For fixation,
cells grown on cover slips were treated with paraformaldehyde
(4 %) at room temperature for 20 min, washed twice with PBS and
twice with Tris (100 mm), NaCl (50 mm), pH 7.4, and the cover slips
were mounted on glass slides in Mowiol solution (Calbiochem).


Confocal microscopy : Confocal laser scanning microscopy was
performed on a Leica TCS SP2 AOBS equipped with a 63X/1.3 NA
oil immersion lens and a temperature-controlled chamber. CFP and
YFP were excited by using the 457.9 nm and 514 nm Ar laser,
respectively.


FLIM microscopy and image processing : Experiments with fixed
cells were carried out at room temperature and live-cell experi-
ments at 37 8C. In acceptor photobleaching experiments, the ac-
ceptor was bleached to undetectable levels by prolonged irradia-
tion (up to 4 min) with 578 nm light from a mercury lamp by using
a 587/10 excitation filter. FLIM sequences were obtained at a mod-
ulation frequency of 80 MHz on an Olympus IX70 microscope by
using a 100X/1.4 numerical aperture (NA) oil objective. CFP was ex-
cited with a 457.9 nm Argon laser line, and fluorescence was de-
tected by using a dichroic beam splitter (455DCLP) and a narrow-
band emission filter (HQ480/20). YFP was excited with a 514 nm
Argon laser line, and fluorescence was detected with a Q530LP di-
chroic and a HQ538/25 emission filter. tHcRed images were record-
ed with a 100 W mercury arc lamp by using a 595LP dichroic filter,
a 578/10 excitation filter and a D630/60 emission filter. All filters
were from Chroma Technology Corp. A full description of the FLIM
system and of the image processing can be found elsewhere.[31, 32]


Keywords: biosensors · fluorescence · fluorescence-lifetime
imaging microscopy · FRET · Ras
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Introduction


The signal-transducing Ras proteins are critically involved in
the orchestration of various important biological processes
such as the control of growth and differentiation, and impaired
Ras proteins are found in about 30 % of all human cancers.[1]


The biological activity of these small guanosine triphospha-
tases (GTPases) depends on their posttranslational modification
with S-farnesyl (Far) and S-palmitoyl groups that are required
for targeting the lipidated proteins to cellular membranes
(Figure 1).


However, the precise biological roles of the different lipids
found in the Ras isoforms (H-Ras is S-farnesylated and doubly
S-palmitoylated, N-Ras is S-farnesylated and mono-S-palmitoyl-
ated, and K-Ras is only S-farnesylated) and the enzymatic pro-
cesses by which these lipids are introduced are only partly un-
derstood. Thus, although Ras-farnesyltransferase is a well-char-
acterized enzyme,[1] the putative Ras-palmitoylating enzyme
and the intracellular site of S-palmitoylation have not been
identified unambiguously.[2] Studies employing green fluores-
cent protein (GFP) and cyan fluorescent protein (CFP) labeled


Ras proteins indicated that different Ras isoforms travel to the
plasma membrane by different pathways and may be localized
to different membrane subdomains according to their lipid
modification and loading with guanosine diphosphate (GDP)
or GTP.[3] While these very recent insights were gained by
means of molecular genetic approaches, such techniques
suffer from several drawbacks. With a mass of 26 kDa, as com-
pared to 21 kDa for Ras, an influence of the biological fluoro-
phore on the in vivo readout cannot generally be excluded,
particularly if protein–protein interactions are involved. For in-
stance, restrictions in the use of the GFP marker due to steric
constraints and undesired interactions were reported in studies
of tubule formation[4] and of the secretory pathway in yeast.[5]


An additional limitation comes from the overlapping emis-
sion and excitation spectra of the accessible fluorescent pro-
teins (GFP, YFP, etc.) ; these overlaps restrict the utilization of
fluorescence resonance energy transfer (FRET) assays or dual-
wavelength confocal microscopy in this context.
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Semisynthetic Ras proteins are efficient probes for cell-biology ex-
periments. With a Bodipy FL fluorophore introduced at an appro-
priate site on the Ras peptide by solid-phase synthesis, the result-
ing Ras chimera is processed by the cellular machinery and the
intracellular localization of the protein can then be visualized by
means of confocal laser fluorescence microscopy at relatively low
concentrations. The absence of a large N-terminal protein tag


overcomes possible interferences in the interaction with cellular
partner proteins. The fluorescence emission from Bodipy FL is
continuous and disappears only after irreversible bleaching.
These characteristics make Ras proteins with nonprotein fluoro-
phores suitable for biophysical analysis. The easy accessibility of
the lipopeptide moiety by chemical synthesis opens up numerous
options for further biological investigations.


Figure 1. Structural requirements for semisynthetic fluorescent N-Ras proteins.
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Clearly, the use of biologically fully active fluorescently la-
beled Ras proteins synthesized in vitro and carrying small fluo-
rophores that do not interfere with the biological phenomena
to be studied could serve to overcome these limitations. In ad-
dition, the application of such protein probes would give a
control over the final protein concentration in the experiments
that is usually not attainable with transfection methods. Fur-
thermore, the availability of purified proteins in sufficient
amounts would allow correlation of the results of cellular
assays with in vitro observations, for example, gleaned from
biophysical experiments. In particular, the control over the
structure of the lipid modifications and the fluorophore gained
by means of chemical synthesis provides the opportunity to
introduce nonnatural lipids. Thereby, membrane anchors can
be generated that are not accessible from the cellular
machinery.[6]


In this paper we report in full detail[7] on the synthesis and
preliminary biological characterization of Ras proteins that
carry a small fluorophore at the C terminus, that are substrates
for the cellular palmitoylation machinery, and whose intracellu-
lar localization can be successfully monitored by means of con-
focal laser fluorescence microscopy.


Results and Discussion


For the development of fluorescently labeled Ras proteins the
following criteria had to be met:


1) The cysteine that is palmitoylatable in vivo (that is, Cys181
in N-Ras, see Figure 1) should readily be exchanged for
other nonpalmitoylatable amino acids or amino acids that
are modified with a stable thioether to allow for investiga-
tion of the palmitoylation.


2) A small fluorophore should be used that has a high quan-
tum yield and does not bleach readily in laser light. It
should not, or should only to a minor extent, interfere with
the biological activity of the Ras protein and its interaction
with the plasma membrane.


3) The synthesis strategy should allow for the flexible intro-
duction of different fluorophores at different sites of the
neo-Ras proteins.


4) The linker group between the modified C terminus and the
core of the Ras protein should not interfere with the bio-
logical activity of the proteins.


For the synthesis of proteins that meet these criteria we
have drawn on our earlier work.[6] Thus, an N-Ras mutant was
generated that terminates with Cys181, which is the only sur-
face-accessible cysteine. This truncated Ras was then coupled
with synthetic peptides that carry a maleimide group at their
N terminus (see Scheme 2). The maleimide group reacts with
the SH group of the C-terminal cysteine to give a covalent ad-
dition product.


Synthesis of fluorescently labeled Ras peptides


In the first of two strategies investigated the fluorophore was
introduced into the farnesyl residue. The use of peptides that
contain a fluorescent or a photoactivatable group incorporated
into a lipid group for biochemical investigations has been pur-
sued before.[6, 8] The positioning of the fluorophore was based
on the findings that replacement of the farnesyl thioether by a
linear alkyl chain does not reduce the PC12 cell-differentiating
activity of the Ras chimera[6] and that Ras proteins in which the
farnesyl group is replaced by almost completely saturated ana-
logues are fully functional in an in vitro mitogen-activated pro-
tein (MAP) kinase activation system.[9] In addition, due to the
enhancement of fluorescence in a hydrophobic environment, a
higher quantum yield was expected upon insertion of a modi-
fied isoprenyl anchor into the plasma membrane.


In order to imitate the nature of the unmodified isoprenoid
as much as possible, the fluorophore should be small, nonpo-
lar, and compact. To this end, the NBD, dansyl, and Bodipy FL
fluorophores were investigated (see Scheme 1). The diphenyl-
hexatriene,[10, 11] N-methylantranilate (Mant),[6, 12] coumarine,[13]


and fluorenyl[14] fluorophores were also considered but were
not chosen because of insufficient fluorescence intensity and
overlap with the optical properties of cellular chromophores.
Thus, Mant-labeled Ras proteins[6b] cannot be detected in cellu-
lar experiments because the maxima in the absorption and
emission spectra of the Mant chromophore (368 nm and
437 nm) nearly coincide with the values recorded for reduced
nicotinamide adenine dinucleotide (NADH; 365 nm and
450 nm). For this reason the fluorescent isoprenoid analogue
didehydrogeraniol[15] was also not suitable for our purposes.


For the synthesis of the lipid-modified peptides carrying the
fluorescent label incorporated into the lipid group, the fluores-
cently labeled isoprenoids were first synthesized and attached
to cysteine methyl ester (Scheme 1). The synthesis commenced
with known alcohols 1 a and 1 b which can be obtained in two
steps from commercially available geraniol and farnesol, re-
spectively.[8d, 16, 17] The primary alcohols were then converted to
form amines 3 in high yields by means of a Mitsunobu reaction
with phthalimide[8d] and subsequent removal of the phthaloyl
group with hydrazine. The attachment of the NBD group onto
amines 3 proceeded best (65–67 %) in an aqueous solvent in
the presence of an inorganic base. The dansyl group was readi-
ly introduced by means of dansyl chloride, and attachment of
Bodipy FL was achieved after activation of the carboxylic acid
with a carbodiimide and N-hydroxybenzotriazole. Bodipy FL
has its emission maximum at 515 mm and is considered to be
less polar and to have a higher photostability than NBD.[18] Se-
lective removal of the THP acetal under established condi-
tions[19] yielded primary alcohols 5 in high yields after chroma-
tography.


Subsequent Corey–Kim chlorination[20] gave the correspond-
ing modified isoprenyl chlorides 6. Compounds 6 a, b, and d
were obtained in quantitative yield without any need for chro-
matographic purification. Finally, these chlorides were coupled
to cysteine methyl ester by means of selective nucleophilic
substitution by the SH group, which is more nucleophilic than


ChemBioChem 2005, 6, 86 – 94 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 87


Fluorescent Ras Proteins



www.chembiochem.org





the unprotected amine. The reaction proceeds well
in liquid ammonia according to a procedure de-
scribed by Poulter and co-workers.[21] However, in our
hands, the use of a 1 m solution of ammonia in meth-
anol[22] proved to be more practical. S-alkylated cys-
teines 7 were isolated in high yields; N-alkylation was
not observed.


For the synthesis of maleimido-modified N-Ras
peptides incorporating a fluorescent label in the iso-
prenoid group (Scheme 2), peptide 8 was assembled
on the solid phase as described previously.[6c,d] Its
coupling with fluorescent cysteine methyl esters 7
proceeded uneventfully to yield maleimido-modified
lipidated peptides 9 in high yields.


In the second strategy investigated the fluorophore was at-
tached to the peptide chain. Based on the notion that the C-
terminal methyl ester present in all native Ras proteins most
probably only serves to enhance the lipophilicity of the C-ter-
minus of the proteins,[23, 24] it was decided to replace the C-
terminal methyl ester by a functional group that incorporates
a fluorophore. Fluorophores Bodipy FL and Bodipy TR (see
Scheme 3) were chosen due to their advantageous optical
properties (see below). To minimize possible steric interactions
between the fluorophores and the protein, an ethylenediamine
spacer was introduced between the fluorophores and the Ras
peptides or protein.


The synthesis of the fluorescently labeled Ras peptides is
shown in Scheme 3. Peptides 11 were assembled on a poly-
styrene resin equipped with a 4-methyltrityl linker. After at-
tachment of 9-fluorenylmethoxycarbonyl (Fmoc) protected eth-
ylenediamine and removal of the Fmoc group, the peptide
was synthesized by employing Fmoc-protected amino acid
building blocks including S-farnesylated and S-hexadecylated
Fmoc-cysteine.[6, 25] After N-terminal deprotection of the final
glycine residue, maleimidocaproic acid was attached to the
N terminus. Peptides 11 a and 11 b, which incorporate the five
C-terminal amino acids found in native N-Ras, were released
from the solid support by treatment with dilute TFA. Under
these conditions, the acid-labile farnesyl group and the S-tBu
disulfide protecting function of the second cysteine are un-
harmed. Peptide 11 c incorporating a fairly labile serine O-trityl
blocking group was released from the solid support by em-
ploying a mixture of CH2Cl2, trifluoroethanol, and acetic acid in
a 3:1:1 ratio. The Bodipy FL and Bodipy TR labels were then at-
tached to peptides 11 by employing EDC/HOBt or HBTU/HOBt
as condensing reagents to give fluorescently labeled peptides
12 a–d in high yields. The trityl protecting group was then
released from O-protected compound 12 d under mildly acidic
conditions to form 12 e.


Scheme 1. Synthesis of fluorescently labeled lipidated cysteines 7: a) Phthali-
mide, PPh3, DEAD, 2 : 79–81 %; b) hydrazine, 3 a : 84 %, 3 b : 95 %; c) NBD-Cl,
NaHCO3 buffer (pH 8–9)/CH3CNH, 4 a, b : 65 %–67 %; d) dansyl chloride, MeOH/
THF, 4 c : 85 %; e) Bodipy FL, EDC, HOBt, CH2Cl2, 4 d : 92 %; f) PPTS, 60 8C, EtOH,
5 a : 93 %, 5 b : 94 %, 5 c : 75 %, 5 d: 92 %; g) NCS, dimethylsulfide, �30!0 8C, 6 :
75 %–quant. ; h) H-Cys-OMe, NH3 in MeOH (1 m), 0 8C, 7 a, b : quant. , 7 c : 95 %,
7 d : 55 %. Bodipy FL = 4,4-difluoro-5-(2-pyrrolyl)-4-bora-3a,4a-diaza-s-indacene-
3-propionyl, dansyl = 5-(dimethylamino)-1-naphthalenesulfonyl,
DEAD = diethylazodicarboxylate, EDC = ethyl(dimethylamino)propyl-
carbodiimide, HOBt = 1-hydroxybenzotriazole, NBD = 7-nitro-4-ben-
zofurazanyl, NCS = N-chlorosuccinimide, PPTS = pyridinium p-tolue-
nesulfonate, THF = tetrahydrofuran, THP = tetrhydropyranyl.


Scheme 2. Synthesis of fluorescently labeled Ras proteins 10 : a) EDC, HOBt, triethylamine,
CH2Cl2, 9 a : 76 %, 9 b : 64 %, 9 c : 84 %, 9 d : 77 %; b) N-Ras, buffer (pH 7.4), Triton X-114, 4 8C;
c) DTE, buffer (pH 7.4), 37 8C. DTE = 1,4-dithio-d,l-erythritol.
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Synthesis of fluorescently labeled Ras proteins


Maleimido-modified and fluorescently labeled peptides 9 and
12 a, b, c, and e were then coupled to the N-Ras protein by
employing a method described previously.[6] Briefly, an onco-
genic Ras G12V mutant terminating in a cysteine residue at po-
sition 181 was generated by introduction of a stop codon in
positions 182 and 183 of N-Ras complementary DNA (cDNA)
and the resulting PCR product was cloned into the Escherichia
coli ptac expression vector. Expression was performed in E. coli
strain CK600 K. The C-terminal cysteine of the obtained Ras
mutant is the only surface-accessible cysteine; when exposed
to the maleimido-modified peptides in Triton X114 buffer it
adds chemoselectively to the double bond. Protein isolation is
facilitated by separation of the coupling buffer into a deter-
gent-rich phase and an aqueous phase upon warming to
37 8C. The lipidated proteins accumulate in the Triton-phase,
while nonlipidated proteins remain in the aqueous phase. The
proteins were purified by diethylaminoethyl (DEAE) ion-ex-
change chromatography and characterized by sodium dodecyl-
sulfate (SDS) PAGE (Figure 2). In addition, MALDI mass spectro-
metric investigation of the coupling products proved that the
lipidated peptides were attached only once to each Ras pro-
tein. Finally the S-tBu disulfide protecting function still attach-
ed to the coupling products obtained was cleaved by treat-
ment with dithiothreitol (DTE) at 37 8C.


Ras protein and peptides were employed in equimolar
amounts to give access to the desired fluorescently labeled
Ras chimera in multimilligram amounts. Ras proteins 13 a–d
were obtained in yields of 10–25 %. For 13 d no deprotection
was performed.


Scheme 3. Synthesis of fluorescently labeled Ras proteins 13 : a) EDC, HOBt, triethylamine, CH2Cl2, 12 a : 76 %, 12 b : 64 %, 12 d: 84 %; b) HBTU, HOBt, DIPEA, CH2Cl2,
12 c : 23 %; c) TFA (1 %), CH2Cl2, 12 e : 65 % (a and c) ; d) N-Ras, buffer (pH 7.4), Triton X-114, 4 8C; e) DTE, buffer (pH 7.4), 37 8C. Bodipy TR = 4-(4,4-difluoro-5-(2-thien-
yl)-4-bora-3a,4a-diaza-s-indacene-3-yl)phenoxy, DIPEA = diisopropylethylamine, HBTU = 2-(1 H)-benzotriazol-1-yl-1,1,3,3-tetramethyluronium hexafluorophosphate,
TFA = trifluoroacetic acid.


Figure 2. Results of the synthesis and purification of semisynthetic Ras protein
13 a. Separation of coupled and uncoupled protein was performed by extrac-
tion with Triton X114. Excess of uncoupled protein in the Triton phase was re-
moved by washing with aqueous buffer. Samples were analyzed by SDS-PAGE.
Overlay of coomassie staining (black) and fluorescence image (green). Lanes :
1) Truncated N-Ras (1–181), M) molecular weight marker, 2) reaction mixture
after 16 h, 3) Triton phase after extraction, 4) aqueous phase after extraction
with Triton, 5) Triton phase after washing with aqueous buffer, 6) aqueous
phase after washing of Triton phase, 7) coupling product after DEAE column.


ChemBioChem 2005, 6, 86 – 94 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 89


Fluorescent Ras Proteins



www.chembiochem.org





Biological evaluation of the fluorescently labeled
Ras proteins


In order to investigate if the semisynthetic Ras proteins are bio-
logically active we employed a method reported previously.[6]


If oncogenic versions of such proteins are microinjected into
PC12 cells, the free cysteine in the protein is recognized by the
cellular palmitoylation machinery and the doubly lipidated pro-
teins are formed in vivo. They then induce a quantifiable out-
growth of neurites, thereby indicating localization at the
plasma membrane.


The use of proteins 10, shown in Scheme 2, met with frus-
tration. When the NBD group was attached to the isoprenoid,
NIH3T3 or MDCK cells microinjected with the corresponding N-
Ras lipoproteins showed distinct fluorescence signals in a con-
focal fluorescence microscope after excitation at 488 nm. How-
ever, staining of the plasma membrane (as was expected for a
functional Ras protein) was not observed and the NBD-modi-
fied protein did not display differentiation activity in the PC12
cell assay (Figure 3). A Ras chimera incorporating a dansyl fluo-
rophore in the lipid group showed good PC12 differentiation
potency (Figure 4) but could not be visualized by fluorescence
microscopy. If a Bodipy FL group was attached instead, visuali-
zation by fluorescence microscopy was efficient but the pro-
tein did not localize to the plasma membrane or induce PC12
cell differentiation.


Although not successful, these experiments allowed us to
narrow down the fluorophores that would be chosen for sub-
sequent experiments. Thus, introduction of the dansyl label re-
sulted in a biologically active lipoprotein that could not, how-
ever, be used due to practical limitations of cell imaging. It
turned out that the weak absorptivity (�4000 cm�1


m
�1 at


372 nm) and only moderate fluorescence quantum yield of the
fluorophore combined with a high autofluorescence back-
ground of the cell did not allow detection of the construct
after microinjection. Consequently this fluorophore was not
used further. On the other hand, introduction of NBD or Bodi-
py FL groups led to Ras chimeras that can be visualized by
confocal microscopy but that lost differentiating efficiency in
the PC12 cell assay.


A possible explanation for this lack of biological activity
might be that the polar fluorophores “loop back” towards the
aqueous phase, rather than remaining in the hydrophobic bi-
layer. This has been observed for both fluorophores when inte-
grated into phospholipid fatty acyl chains.[26]


However, Ras constructs with a NBD or Bodipy FL group in-
corporated into the isoprenoid were found to localize to endo-
membranes like the Golgi apparatus (data not shown). Thus, in
principle, they are able to bind to membranes and it is more
likely that the NBD or Bodipy FL fluorophore in the isoprenoid
might interfere with consecutive steps such as the palmitoyla-
tion reaction.


Taken together, these findings indicated that the fluoro-
phore should not be incorporated into the lipid group but
rather attached to the peptide chain.


Consequently, Ras protein 13 a was subjected to biological
evaluation. When microinjected into PC12 cells, the Bodipy FL


modified Ras protein 13 a was accepted by the cellular palmi-
toylation machinery and induced a differentiated phenotype
(Figure 5). At concentrations of 150 mm in the injection needle,


Figure 3. PC12 cells after microinjection with oncogenic NBD-labeled Ras pro-
tein 10 b. Since no transformation could be observed, these conjugates seem
not to be active in the living cell.


Figure 4. Transformation of PC12 cells after microinjection with the oncogenic
dansyl-labeled Ras protein 10 c. The picture indicates the biological activity of
this protein conjugate.


Figure 5. Transformation of PC12 cells after microinjection with the Bodipy FL
labeled Ras protein 13 a. The picture proves the biological activity of this pro-
tein conjugate.
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it reached a maximum differentiation efficiency of 76 %, which
is in the range of the efficiency observed for the analogous
semisynthetic Ras protein bearing a methyl ester at the C-ter-
minus (88 %) and for the wild-type Ras protein itself (84 %).


Encouraged by the finding that protein 13 a is indeed bio-
logically active, we microinjected it into MDCK and COS7 cells
and inspected them by confocal fluorescence microscopy (Fig-
ure 6 a, b). Due to the excellent properties of the Bodipy FL flu-
orophore protein, concentrations of only 10 mm in the injection
needle were sufficient to obtain satisfactory images.


The Ras construct with a Bodipy FL group as a substitute for
the carboxymethyl function inserted into endomembranes of
cells within one hour of microinjection. It induced a distinct
staining of the plasma membrane of MDCK or COS7 cells after
further incubation at 37 8C for three to four hours with a clear
prevalence of the fluorescence signal in the endomembranes.


Conclusion


Taken together the resulting Bodipy FL containing Ras chimera
gratifyingly fulfils all the desired criteria for a functional N-Ras
protein. The lipoprotein is biologically active as demonstrated
in the PC12 differentiation assay and can be visualized in con-
ventional fluorescence microscopes at relatively low concentra-
tions. The absence of a large N-terminal protein tag overcomes
possible interferences in the interaction with cellular partner
proteins. A further advantage of the Bodipy FL probe com-
pared to GFP is that the latter shows “flickering” where phases
of fluorescence emission alternate with time periods of inactive
GFP.[27] The readout with Bodipy FL is continuous and disap-
pears only after irreversible bleaching. These characteristics
make Ras proteins with nonprotein fluorophores more suitable
for biophysical analysis, for example, for reconstitution and in-
teraction studies in artificial membranes.


The easy accessibility of the lipopeptide moiety by chemical
synthesis opens up numerous options for further biological in-
vestigations. For instance, combination of a fluorophore or a
biotin moiety at the C terminus with a photoactivatable benzo-
phenone group incorporated into an analogue of the farnesyl
group that does not impair plasma-membrane localization
could yield Ras proteins that allow the identification of Ras-
binding or -modifying cellular partners and their cellular locali-
zation.


Experimental Section


General procedures : 1H and 13C spectra were recorded on Bruker
AC-250, Bruker AM-400, Varian Mercury 400, and Bruker DRX-500
spectrometers. The signal of the residual protonated solvent (CDCl3


or CD3OD) was taken as a reference (1H: d= 7.24 (CHCl3) or
3.31 ppm (CH3OH); 13C: d= 77.0 (CHCl3) or 49.0 ppm (CH3OH)). EI
and FAB mass spectra were measured on a Finnigan MAT MS 70
workstation (FAB: 3-nitrobenzyl alcohol (NBA) was used as the
matrix). ESI and HPLC/ESI mass spectra were measured on an
HPLC/ESI-MS system with a Finnigan Thermoquest LCG spectrome-
ter and a Hewlett Packard (Agilent, 1100 series) HPLC apparatus.
CC 250/4 Nucleosil 120–5 C4 reversed-phase analytical columns
were purchased from Macherey–Nagel. The following elution and
detection conditions were used: flow: 1 mL min�1; eluent gradient
(CH3CN/H2O/HCO2H): 19.95:79.95:0.1!89.85:9.95:0.1 over 40 min;
detection wavelengths: 210, 310, 468, 515 nm. Specific rotations
were measured with a Perkin–Elmer polarimeter 241.


Materials : Analytical chromatography was performed on E. Merck
silica gel 60F254 coated plates. Flash chromatography was per-
formed on Baker silica gel (40–65 mm). Size-exclusion chromatogra-
phy was performed on Pharmacia Sephadex LH20. All solvents
were distilled by using standard procedures. Commercial reagents
were used without further purification. All peptide synthesis reac-
tions were performed under argon.


[2,6-Dimethyl-8-(tetrahydropyran-2-yloxy)octa-2,6-dienyl]-(7-ni-
trobenzo[1,2,5]oxadiazol-4-yl)amine (NBD-NH-Ger-OTHP where
Ger = geranyl; 4 a): A solution of NBD-Cl (299 mg, 1.50 mmol) in
acetonitrile (5 mL) was slowly added to a solution of H2N-Ger-
OTHP 3 a (253 mg, 1.00 mmol) in acetonitrile/25 mm NaHCO3


buffer (1:1; 15 mL). After stirring for 1 h, more NBD-Cl (299 mg,
1.50 mmol) was added and the solution was stirred for 1 h. The re-


Figure 6. Localization of the Bodipy FL labeled Ras protein 13 a after microin-
jection of 50 mm protein solution into a) COS-7 cells and b) MDCK cells. The
cells were incubated for 4 h after injection and the Bodipy FL fluorophore was
excited with the laser line 488 nm. In both cell lines, selective plasma-mem-
brane and Golgi staining is observed.
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sulting black solution was poured into a separation funnel contain-
ing dichloromethane and brine. The organic layers were separated,
dried over Na2SO4, and filtered, then the solvent was removed in
vacuo. Purification of the resulting oil by flash chromatography
with n-hexane/ethyl acetate (3:1) as the eluent yielded the desired
product 4 a (279 mg, 0.67 mmol, 67 %) as a reddish brown oil : Rf =
0.25 (n-hexane/ethyl acetate (3:1)) ; 1H NMR (250 MHz, CDCl3): d=
1.68 (s, 3 H, C(CH3)-CH-CH2-OR); 1.74 (s, 3 H, NH-CH2-C(CH3)) ; 1.51–
1.86 (m, 6 H, CH2 THP); 2.09 (t, J = 7.5 Hz, 2 H, CH2-C(CH3)-CH-CH2-
O); 2.23 (td, J = 7.5, 7.2 Hz, 2 H, NH-CH2-C(CH3)-CH-CH2) ; 3.51–3.55
(m, 1 H, O-CH(R)-O-CH2a-CH2); 3.88–3.92 (m, 1 H, O-CH(R)-O-CH2b-
CH2); 4.01 (dd, J = 12.0, 6.9 Hz, 1 H, CH2a-O-CH(R)-O-CH2); 4.04 (s,
2 H, NH-CH2) ; 4.26 (dd, J = 12.0, 6.9 Hz, 1 H, CH2b-O-CH(R)-O-CH2);
4.63 (dd, J = 4.4, 2.8 Hz, 1 H, O-CH(R)-O); 5.35 (tq, J = 6.9, 1.2 Hz, 1 H,
CH-CH2-O); 5.50 (tq, J = 7.2, 1.2 Hz, 1 H, NH-CH2-C(CH3)-CH) ; 6.21 (d,
J = 8.7 Hz, 1 H, CH arom.); 6.51 (br s, 1 H, NH); 8.49 (d, J = 8.7 Hz,
1 H, CH arom.) ppm; 13C NMR (100.6 MHz, CDCl3): d= 14.7 (NH-CH2-
C(CH3)) ; 16.4 (C(CH3)-CH-CH2-O); 19.7 (CH2 THP); 25.5–25.9 (CH2


THP, NH-CH2-C(CH3)-CH-CH2); 30.7 (CH2 THP); 38.9 (CH2-C(CH3)-CH-
CH2-O); 51.5 (HN-CH2); 62.5–63.7 (CH-CH2-O, CH2 THP); 98.2 (CH
THP); 99.3 (CH arom.) ; 121.4 (CH-CH2-O); 128.9 (NH-CH2-C(CH3)-CH);
136.5 (CH arom.); 124.1, 128.9, 139.0, 143.9, 144.0, 144.3 (2 � Cq Ger,
4 � Cq arom) ppm; MS (EI): m/z : calcd for [M+H]+ : 416.2060; found:
416.2075; C21H28N4O5 (416.3).


3,7-Dimethyl-8-(7-nitrobenzo[1,2,5]oxadiazol-4-ylamino)octa-2,6-
dien-1-ol (NBD-NH-Ger-OH; 5 a): PPTS (445 mg, 1.77 mmol) was
added to a solution of NBD-NH-Ger-OTHP (4 a ; 358 mg, 0.86 mmol)
in ethanol. The reaction mixture was heated at 60 8C for 3 h, then
poured into a separation funnel containing diethyl ether and brine.
The organic layers were separated, dried over Na2SO4, and filtered,
then the solvent was removed in vacuo. Purification of the result-
ing oil by flash chromatography with c-hexane/ethyl acetate (1.5:1)
as the eluent yielded the desired product 5 a (268 mg, 0.81 mmol,
93 %) as a reddish brown oil : Rf = 0.22 (c-hexane/ethyl acetate
(1.5:1)) ; 1H NMR (250 MHz, CDCl3): d= 1.61 (s, 3 H, C(CH3)-CH-CH2-
OH); 1.66 (s, 3 H, NH-CH2-C(CH3)) ; 2.01 (t, J = 7.3 Hz, 2 H, CH2-C(CH3)-
CH-CH2-O); 2.15 (td, J = 7.3 Hz, J = 7.0 Hz, 2 H, NH-CH2-C(CH3)-CH-
CH2) ; 2.26 (br s, 1 H, OH); 4.00 (s, 2 H, NH-CH2) ; 4.12 (d, J = 6.9 Hz,
2 H, CH2-OH); 5.31 (tq, J = 6.9, 0.8 Hz, 1 H, CH-CH2-OH); 5.43 (t, J =
7.0 Hz, 1 H, NH-CH2-C(CH3)-CH) ; 6.15 (d, J = 8.7 Hz, 1 H, CH arom.);
7.33 (br s, 1 H, NH); 8.49 (d, J = 8.7 Hz, 1 H, CH arom.) ppm; 13C NMR
(100.6 MHz, CDCl3): d= 14.6 (NH-CH2-C(CH3)) ; 16.0 (C(CH3)-CH-CH2-
O); 25.7 (NH-CH2-C(CH3)-CH-CH2); 38.6 (CH2-C(CH3)-CH-CH2-O); 51.6
(HN-CH2); 59.1 (CH-CH2-O); 99.3 (CH arom.); 128.6 (NH-CH2-C(CH3)-
CH); 136.5 (CH arom.); 123.0, 129.2, 138.2, 143.9, 144.1, 144.5 (2 �
Cq Ger, 4 � Cq arom.) ppm; MS (EI): m/z : calcd for [M+H]+ :
332.1485; found: 332.1498; C16H20N4O4 (332.4).


(8-Chloro-2,6-dimethyl-octa-2,6-dienyl)-(7-nitrobenzo[1,2,5]oxa-
diazol-4-yl)amine (NBD-NH-Ger-Cl; 6 a): Dimethyl sulfide (21 mg,
0.34 mmol) was added dropwise to a solution of NCS (25 mg,
0.19 mmol) in dichloromethane (2 mL) with stirring at �40 8C
under an argon atmosphere. The reaction mixture was then
warmed to 0 8C with an ice bath and kept at this temperature for
5 min. The mixture was cooled back to �40 8C and a solution of
NBD-NH-Ger-OH (5 a ; 57 mg, 0.17 mmol) in dichloromethane
(2 mL) was added dropwise. The resulting muddy residue was then
left stirring and allowed to warm to 0 8C over 1 h. The reaction mix-
ture was maintained at 0 8C for another hour, after which time it
was allowed to warmed to room temperature for a further 15 mi-
nutes. The resulting clear black solution was poured into a separa-
tion funnel containing diethyl ether (100 mL) and ice-cold brine.
The layers were separated and the organic layer was washed once


more with ice-cold brine. The combined aqueous layers were ex-
tracted with diethyl ether (2 � 20 mL). The combined organic layers
were dried over Na2SO4 and filtered, then the solvent was removed
in vacuo to yield product 6 a (60 mg, 0.17 mmol, quant.) as a red-
dish brown oil : Rf = 0.33 (n-hexane/ethyl acetate (3:1)) ; 1H NMR
(250 MHz, CDCl3): d= 1.73 (d, J = 1.2, 1 H, C(CH3)-CH-CH2-Cl) ; 1.74
(br s, 1 H, NH-CH2-C(CH3)) ; 2.11 (t, J = 7.3 Hz, 2 H, CH2-C(CH3)-CH-CH2-
Cl) ; 2.23 (td, J = 7.3, 7.3 Hz, 2 H, NH-CH2-C(CH3)-CH-CH2) ; 4.05 (d, J =
5.5 Hz, 2 H, NH-CH2) ; 4.08 (d, J = 8.0 Hz, 2 H, CH2-Cl) ; 5.42 (tq, J =
8.0, 1.2 Hz, 1 H, CH-CH2-Cl) ; 5.48 (tq, J = 7.1, 1.1 Hz, 1 H, NH-CH2-
C(CH3)-CH) ; 6.21 (d, J = 8.7 Hz, 1 H, CH arom.); 6.53 (t, J = 5.5, 1 H,
NH); 8.48 (d, J = 8.7 Hz, 1 H, CH arom.) ppm; 13C NMR (100.6 MHz,
CDCl3): d= 14.7 (NH-CH2-C(CH3)) ; 16.0 (C(CH3)-CH-CH2-Cl) ; 25.7 (NH-
CH2-C(CH3)-CH-CH2); 38.7 (CH2-C(CH3)-CH-CH2-Cl) ; 41.0 (CH-CH2-Cl) ;
51.4 (HN-CH2); 99.3 (CH arom.); 121.0 (CH-CH2-Cl) ; 128.3 (NH-CH2-
C(CH3)-CH); 136.5 (CH arom.); 124.0, 129.3, 141.8, 143.9, 144.1,
144.3 (2 � Cq Ger, 4 � Cq arom.) ppm; MS (FAB, NBA): m/z : calcd for
[M+H]+ : 350.1146; found: 350.1165; C16H19N4O3Cl (350.8).


{S-[3,7-dimethyl-8-(7-nitrobenzo[1,2,5]oxadiazo-4-ylamino)octa-
2,6-dienyl]}-l-cysteine methyl ester (Cys-(S-Ger-NH-NBD)OMe;
7 a): A solution of NBD-NH-Ger-Cl (6 a ; 143 mg, 0.41 mmol) dis-
solved in dry THF (2 mL) was added to a solution of l-cysteine
methyl ester hydrochloride (65 mg, 0.41 mmol) in a 2 m solution of
ammonia in methanol (5 mL) with vigorous stirring at 0 8C under
an argon atmosphere. The resulting clear solution was then left to
slowly warm up for 1 h, before being poured into a separation
funnel containing ethyl acetate (100 mL) and brine. The layers
were separated and the organic layer was washed once more with
brine. The combined aqueous phases were extracted with ethyl
acetate (2 � 20 mL), dried over Na2SO4, and filtered, then the sol-
vent was removed in vacuo to yield product 7 a (184 mg,
0.41 mmol, quant.) as a reddish brown oil : Rf = 0.34 (n-hexane/ethyl
acetate (1:1)) ; [a]20


D =�20.48 (c = 1, CHCl3) ; 1H NMR (250 MHz,
CDCl3): d= 1.64 (br s, 3 H, C(CH3)-CH-CH2-S); 1.73 (br s, 1 H, NH-CH2-
C(CH3)) ; 2.01–2.13 (m, 2 H, S-CH2-CH-C(CH3)-CH2) ; 2.17–2.35 (m, 2 H,
NH-CH2-C(CH3)-CH-CH2) ; 2.85 (dd, J = 13.7, 5.7 Hz, 1 H, b-CH2a Cys) ;
2.97 (dd, J = 13.7, 4.9 Hz, 1 H, b-CH2b Cys); 3.14 (d, J = 7.6 Hz, 1 H,
Far CH2a-S) ; 3.15 (d, J = 7.7 Hz, 1 H, Far CH2b-S) ; 3.75 (tdd, J = 7.6,
7.5, 7.5 Hz, 1 H, a-CH Cys) ; 3.77 (s, 3 H, CH3 Cys); 4.02 (d, J = 5.0 Hz,
2 H, NH-CH2) ; 5.15 (ddq, J = 7.7, 7.6, 1.0 Hz, 1 H, CH-CH2-S) ; 5.41 (tq,
J = 7.0, 1.2 Hz, 1 H, NH-CH2-C(CH3)-CH) ; 6.16 (d, J = 8.7 Hz, 1 H, CH
arom.); 6.33 (d, J = 7.5 Hz, 2 H, NH2); 6.89 (br s, 1 H, NH); 8.48 (d, J =
8.7 Hz, 1 H, CH arom.) ppm; 13C NMR (100.6 MHz, CDCl3): d= 14.8
(NH-CH2-C(CH3)) ; 16.0 (C(CH3)-CH-CH2-S); 25.7 (NH-CH2-C(CH3)-CH-
CH2); 30.1 (C(CH3)-CH-CH2-S); 33.5 (b-CH2 Cys); 38.8 (CH2-C(CH3)-CH-
CH2-S); 51.3 (HN-CH2); 52.1 (CH3 Cys) ; 52.8 (a-CH Cys) ; 99.2 (CH
arom.); 120.4 (C(CH3)-CH-CH2-S); 128.0 (NH-CH2-C(CH3)-CH); 136.6
(CH arom.); 123.9, 129.1, 138.9, 144.0, 144.2, 144.4 (2 � Cq Ger, 4 � Cq


arom.) ppm; MS (FAB, NBA): m/z : calcd for [M+H]+ : 450.1733;
found: 450.1870; C20H27N5O5S (449.5).


Maleimidocaproyl-glycyl-(S-tert-butyl)-l-cysteyl-l-methionyl-
glycyl-l-leucyl-l-prolinyl-{S-[3,7-dimethyl-8-(7-nitrobenzo[1,2,5]-
oxadiazo-4-ylamino)octa-2,6-dienyl]}-l-cysteine methyl ester
(MIC-Gly-Cys(StBu)Met-Gly-Leu-Pro-Cys(Ger-NH-NBD)OMe where
MIC = maleimidocaproyl; 9 a): HOBt (21 mg, 140 mmol) was added
to a solution of MIC-Gly-Cys(StBu)Met-Gly-Leu-Pro-OH[6c,d] (8 ;
80 mg, 93.2 mmol) and Cys-(S-Ger-NH-NBD)OMe (7 a ; 41.9 mg,
93.2 mmol) dissolved in dry CH2Cl2 (10 mL) at 0 8C under an argon
atmosphere. EDC (21 mg, 112 mmol) was subsequently added. The
reaction mixture was left stirring at room temperature for 12 h, di-
luted with ethyl acetate (50 mL), and extracted with 0.5 m HCl (2 �
10 mL), 1 m NaHCO3 (2 � 10 mL), and finally with brine (2 � 10 mL).
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The combined organic layers were dried over MgSO4, filtered, and
concentrated in vacuo. Purification of the resulting oil by flash
chromatography with an eluent gradient from c-hexane/ethyl ace-
tate (1:1) to ethyl acetate/methanol (1:1) yielded the desired prod-
uct 9 a (91 mg, 70.8 mmol, 76 %) as a reddish brown oil : tR =


26.03 min; [a]20
D =�36.68 (c = 1, CHCl3) ; 1H NMR (250 MHz, CDCl3):


d= 0.95 (m, 6 H, 2 � w-CH3 Leu); 1.31 (m, 11 H, CH2 MIC, StBu); 1.50–
1.70 (m, 13 H, 2 � CH2 MIC, b-CH2 Leu, g-CH Leu, 2 � CH3 Ger); 2.00–
2.20 (m, 9 H, b-CH2b Met, b-CH2b Pro, g-CH2 Pro, SMe, CH2 Ger) ;
2.20–2.40 (m, 6 H, a-CH2 MIC, b-CH2a Met, b-CH2a Pro, CH2 Ger);
2.50–2.70 (m, 2 H, g-CH2 Met); 3.00–3.15 (m, 6 H, 2 � b-CH2 Cys, Ger
CH2-S); 3.46 (m, 2 H, NCH2 MIC); 3.70 (m, 1 H, d-CH2b Pro); 3.70 (s,
3 H, OCH3 Cys); 3.80–3.95 (m, 5 H, a-CH2 Gly, d-CH2a Pro, a-CH2


Gly’) ; 4.00–4.08 (m, 3 H, NH-CH2 Ger, a-CH Pro); 4.40–4.75 (m, 4 H,
a-CH Leu, a-CH Met, 2 � a-CH Cys) ; 5.15 (m, 1 H, CH Ger) ; 5.41 (m,
1 H, CH Ger); 5.46 (m, 2 H, Ger NH); 6.29 (d, J = 8.7 Hz, 1 H, CH
NBD), 6.79 (s, 2 H, CH=CH MIC); 7.40–7.90 (m, 6 H, NH); 8.49 (d, J =
8.7 Hz, 1 H, CH NBD) ppm; MS (FAB, NBA): m/z : calcd for [M+H]+ :
1289.5; found: 1289.1; MS (HPLC/ESI, water/acetonitrile/formic
acid): m/z : calcd for [M+H]+ : 1289.5; found: 1289.2; C57H84N12O14S4


(1289.6).


Maleimidocaproyl-glycyl-(S-tert-butyl)-l-cysteyl-l-methionyl-
glycyl-l-leucyl-l-prolyl-(S-farnesyl)-l-cysteyl-ethylenediamine
(MIC-Gly-Cys(StBu)Met-Gly-Leu-Pro-Cys(Far)NH-Et-NH2 ; 11 a): The
synthesis was carried out by using Fmoc chemistry under an argon
atmosphere and starting with 4-methyltrityl chloride resin (loading
of 2 mmol g�1). A solution of dry FmocNH-Et-NH2 (4.36 g,
11.0 mmol) in N-methylpyrrolidine (NMP) and DIPEA (2.84 g,
22 mmol) was added to the polymeric support (1 g, 2 mmol) swol-
len in dichloromethane. After the reaction mixture was shaken for
2 h, the resin was filtered and washed with 6 � 5 mL NMP. The de-
protection of the Fmoc-NH-Et-NH-4-methyltrityl resin (186 mg,
0.16 mmol, loading of 0.87 mmol g�1) was accomplished through
repeated washing with a solution of 20 % piperidine in N,N-di-
methylformamide (DMF) for 10 min. The Fmoc-protected amino
acids and MIC-OH (4 equiv), respectively, were coupled to the resin
with HBTU (218 mg, 0.58 mmol), HOBt (117 mg, 0.77 mmol), and
DIPEA (165 mg, 1.28 mmol) in DMF for 90 min after 5 min of preac-
tivation. For capping, the resin was treated twice with 10 % acetic
anhydride in pyridine for 5 min; the deprotection was accomplish-
ed as described above. Between all the steps, the resin was
washed thoroughly with DMF. The products were released from
the resin by addition of 1 % TFA in dichloromethane and consecu-
tive shaking for 0.5 h. The solvent was removed by evaporation in
vacuo under repeated addition of toluene for azeotropic removal
of the acid. The purity (>90 %) was sufficient for the subsequent
labeling without further purification. Cleavage from the resin yield-
ed the desired product 11 a (154 mg, 0.13 mol, 79 %) as a yellowish
oil : tR = 30.00 min; [a]20


D = 3.28 (c = 1, CHCl3) ; 1H NMR (250 MHz,
CDCl3): d= 0.80–1.00 (m, 6 H, w-CH3 Leu); 1.10–1.35 (m, 11 H, CH2


MIC, StBu); 1.40–1.70 (m, 19 H, 2 � CH2 MIC, b-CH2 Leu, g-CH Leu,
4 � CH3 Far) ; 1.85–2.10 (m, 7 H, b-CH2b Met, b-CH2b Pro, g-CH2 Pro,
SMe, 4 � CH2 Far) ; 2.24 (m, 4 H, a-CH2 MIC, b-CH2a Met, b-CH2a Pro) ;
2.53–2.61 (m, 2 H, g-CH2 Met); 2.90 (m, 2 H, NH-CH2-CH2-NH); 3.12
(m, 6 H, b-CH2 Cys, Far CH2-S) ; 3.47 (m, 4 H, NCH2 MIC, NH-CH2-CH2-
NH); 3.60 (m, 1 H, d-CH2b Pro) ; 3.80 (m, 5 H, a-CH2 Gly, d-CH2a Pro,
a-CH2 Gly’) ; 4.00 (m, 1 H, a-CH Pro); 4.38 (m, 3 H, a-CH Met, 2 � a-
CH Cys); 4.50 (m, 1 H, a-CH Leu); 5.07 (m, 2 H, CH Far) ; 5.19 (m, 1 H,
CH Far) ; 6.69 (s, 2 H, CH=CH MIC); 7.25–8.15 (m, 8 H, NH) ppm; MS
(FAB, NBA): m/z : calcd for [M+H]+ : 1207.6037; found: 1207.6161;
MS (HPLC/ESI, water/acetonitrile/formic acid): m/z : calcd for
[M�H]� : 1206.6; found: 1206.6; C57H94N10O10S4 (1207.7).


Maleimidocaproyl-glycyl-(S-tert-butyl)-l-cysteyl-l-methionyl-
glycyl-l-leucyl-l-prolyl-(S-farnesyl)-l-cysteyl-ethylenediamino-
Bodipy FL (MIC-Gly-Cys(StBu)Met-Gly-Leu-Pro-Cys(Far)NH-Et-NH-
Bodipy FL; 12 a): Compound 12 a was prepared from MIC-
Gly-Cys(StBu)Met-Gly-Leu-Pro-Cys(Far)NH-Et-NH2 (11 a ; 13.5 mg,
11.2 mmol) and Bodipy FL (3.2 mg, 11.2 mmol) by means of the pro-
cedure described for the synthesis of 9 a. Purification of the result-
ing oil by flash chromatography with an eluent gradient from c-
hexane/ethyl acetate (1:1) to ethyl acetate/methanol (1:1) yielded
the desired product 12 a (13.5 mg, 9.1 mmol, 81 %) as a red oil : tR =
29.48 min; 1H NMR (250 MHz, CDCl3): d= 0.89 (m, 6 H, w-CH3 Leu);
1.30–1.45 (m, 11 H, CH2 MIC, StBu); 1.50–1.70 (m, 19 H, 2 � CH2 MIC,
b-CH2 Leu, g-CH Leu, 4 � CH3 Far) ; 1.80–2.40 (m, 27 H, b-CH2 Met, b-
CH2 Pro, g-CH2 Pro, SMe, 4 � CH2 Far, a-CH2 MIC, NH-CH2-CH2NH, 2 �
CH3 Bodipy FL); 2.40–2.60 (m, 2 H, g-CH2 Met); 3.05–3.15 (m, 12 H,
2 � b-CH2 Cys, Far CH2-S, 2 � CH2 Bodipy FL, NH-CH2-CH2NH); 3.15–
3.62 (m, 10 H, NCH2 MIC, NH-CH2-CH2NH, a-CH2 Gly, d-CH2 Pro, a-
CH2 Gly’) ; 3.80–4.60 (m, 5 H, a-CH Met, 2 � a-CH Cys, a-CH Leu, a-
CH Pro); 5.06 (m, 2 H, CH Far) ; 5.17 (m, 1 H, CH Far) ; 6.10 (s, 1 H, CH
Bodipy FL); 6.27 (m, 1 H, CH Bodipy FL); 6.66 (s, 2 H, CH=CH MIC);
6.88 (m, 1 H, CH Bodipy FL); 7.00–7.80 (m, 8 H, NH); 7.08 (s, 1 H, CH
Bodipy FL) ppm; MS (FAB, NBA): m/z : calcd for [M+Na]+ : 1503.70;
found: 1503.22; MS (HPLC/ESI, water/acetonitrile/formic acid): m/z :
calcd for [M+H]+ : 1481.7; found: 1481.5; C71H107BF2N12O11S4


(1481.8).


Protein synthesis :[6c,d] The N-Ras cDNA was subcloned into the
ptac vector.[28] C-terminal truncation was performed by PCR with
two stop codons introduced at positions 182 and 183. Expression
and purification were carried out as previously described.[28]


Generation of semisynthetic neo-Ras proteins :[6] Prior to cou-
pling, the N-RasD181 protein was passed through a HiTrap gel fil-
tration column (Amersham Pharmacia Biotech) in order to remove
any excess of salts and the DTE required for storage of the protein.
At all stages of the coupling reaction, all samples containing pro-
tein, unless otherwise stated, were kept at or below 4 8C. 11 %
Triton X-114 buffer (Fluka) containing 30 mm tris(hydroxymethyl)-
aminomethane (Tris)/HCl and 100 mm NaCl (1 mL) was added to a
solution of the peptide dissolved in methanol (50 mL) in a 1.5 mL
Eppendorf tube. The detergent solution was cooled to 0 8C and an
aqueous solution (1 mL) of the Ras protein (10 mg) in 20 mm Tris/
HCl buffer containing 5 mm MgCl2 (pH 7.4) was added. The cou-
pling reaction was performed with stoichiometric amounts of pep-
tide and protein under argon and incubated at 4 8C for 16 h. The
soluble supernatant was diluted with buffer (3 mL, containing
2 mm DTE). The mixture was heated to 37 8C, which resulted in a
separation of the detergent phase from the aqueous phase after
centrifugation at room temperature. The aqueous phase was re-
moved and extracted twice more with 11 % Triton X-114 detergent
solution (2 � 1 mL). The detergent phases were combined and
washed three times with fresh buffer (3 � 7 mL). The protein extract
was diluted to 2 % Triton with fresh buffer and applied to a DEAE–
sepharose column. For lipoproteins 13 a–b, DTE was added up to a
final concentration of 50 mm, and the solution was incubated for
1 h at 37 8C. Bound protein was eluted with a sodium chloride gra-
dient (0–1 m NaCl) and concentrated. The product was analyzed by
MALDI-TOF MS (Perseptive Biosystems) and SDS-PAGE.


Transformation assay : The transformation assay was carried out as
previously described.[6]


Cell culture and microinjection : MDCK and COS-7 cells were kept
in 7.5 % CO2 conditions at 37 8C in Dulbecco’s modified Eagle’s
medium (DMEM) containing 10 % fetal calf serum (Invitrogen, Karls-
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ruhe). For fluorescence observation the cells were seeded at 2 � 105


per plate onto 35 mm dishes equipped with 12 mm glass cover-
slips (CELLocate 175 mm Eppendorf, Hamburg) and microinjected
the next day. Microinjection was performed as previously described
before.[29] Ras proteins were diluted to 50 mm in phosphate-buf-
fered saline (PBS).


Confocal microscopy: Living cells were examined with a Nikon
Eclipse TE 300 confocal microscope with a 60 � water immersion
objective and the BioRad v.3.1. software. The cells were examined
in Hank’s buffered salt solution four to five hours after micro-
injection.
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Affinity Chromatography of Tryptases: Design,
Synthesis and Characterization of a Novel
Matrix-Bound Bivalent Inhibitor
Norbert Schaschke,*[a] Dusica Gabrijelcic-Geiger,[b] Andreas Dominik,[c] and
Christian P. Sommerhoff[b]


Introduction


Affinity chromatography, as it is known today, was introduced
in the late 1960s by Cuatrecasas,[1, 2] and has evolved into a
powerful and efficient technique broadly applied in the life sci-
ences and biotechnology for the isolation and purification of
proteins from complex mixtures. Central to this technique is an
immobilized ligand that selectively recognizes and binds its
target protein. A wide variety of useful ligands has been identi-
fied by the use of protein structure- and protein function-
based designs, as well as by combinatorial approaches.[3] In the
particular case of proteases, reversible inhibitors have been the
ligands of choice, and a broad spectrum of inhibitors ranging
from proteins to small synthetic molecules has been success-
fully applied for affinity-based isolation protocols. In the late
1960s Fritz et al. took advantage of a resin-bound version of
the protein trypsin-kallikrein inhibitor for the purification of
trypsin-like serine proteases.[4, 5] Further representative exam-
ples of ligands known to be suitable for affinity chromatogra-
phy protocols include the 27-mer peptide derived from the
exon 1B of the endogenous calpain inhibitor calpastatin,[6] the
propeptide of cathepsin D,[7] and the peptide boronic acid Ala-
Ala-boroVal directed against human neutrophil elastase.[8]


Human tryptases represent a group of serine proteases (clan
PA(S), family S1) with trypsin-like activity that are almost exclu-
sively expressed in mast cells.[9–11] Dominant among them,
both by the amounts present in mast cells and by activity, is b-
tryptase, which occurs in four, highly homologous isoforms
(b1a, b1b, b2, and b3). b-Tryptase is stored in catalytically
active form within the secretory granules of mast cells and is
released into the surrounding tissue upon mast cell activation,
for example, by allergens/IgE.[10, 11] Because b-tryptase is
thought to play a role in the pathogenesis of allergic and in-
flammatory disorders[12–14] it has become an interesting target


for therapeutic intervention, particularly in asthma and allergic
rhinitis.[15] The X-ray structure of human b2-tryptase has re-
vealed a unique tetrameric architecture (see Figure 1 A).[16, 17] In
particular, the active site clefts of the four quasi-identical sub-
units (A, B, C, and D in Figure 1 A) are directed towards a cen-
tral pore, representing a spatial array of four negatively charg-
ed S1 pockets each terminated by an aspartic acid residue.


Because of its unique tetrameric architecture, b-tryptase rec-
ognizes and binds dibasic compounds of appropriate length. A
variety of bivalent inhibitors that utilize this particular feature
of the protease has been described.[18–23] By using piperazine-
2,5-dione-based bifunctional scaffolds in combination with 3-
aminomethyl-phenylalanine as ligand for the S1 pockets, we
have recently synthesized a series of structurally related dibasic
tryptase inhibitors with systematically increasing distances be-
tween the terminal amino methyl groups; 3-aminomethyl-phe-
nylalanine was used in its racemic form to present the S1
ligand in different orientations.[24] These dibasic compounds
were utilized to probe the distance between the active sites of
the A/D or B/C subunit pairs of the b-tryptase tetramer.
Among them, compound 1 (see Scheme 1) was identified as a
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b-Tryptases are mast cell-derived serine proteases that are enzy-
matically active in the form of an oligomer consisting of four
subunits each with trypsin-like activity. The active-site clefts,
which are directed toward the central pore of the tetramer, form
spatial arrays of four negatively charged S1 binding pockets.
Therefore, dibasic inhibitors of appropriate geometry can bind in
a bivalent fashion to neighboring subunits. We have recently
identified a potent bivalent inhibitor (Ki = 18 nm), based on the
bifunctional scaffold cyclo-(-d-Asp-l-Asp-) and the arginine mi-


metic dl-3-aminomethyl-phenylalanine methyl ester as a ligand
for S1 pockets that takes advantage of the this unique tetrameric
geometry. To generate an affinity matrix, the bivalent ligand was
modified and immobilized on a Sepharose matrix by use of the
PEG derivative Jeffamine ED 900 as spacer. This matrix selectively
recognizes and binds b-tryptase from crude protein mixtures and
thus is useful as a geometry-driven means of isolating and purify-
ing human mast cell tryptases.
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potent inhibitor (Ki = 18 nm). We now present the structure-
based design and synthesis of a derivative of inhibitor 1, its im-
mobilization on a Sepharose matrix, and the use as of this
novel affinity matrix for the isolation and purification of human
b-tryptases.


Results and Discussion


Stucture-based design of the affinity ligand


To permit the covalent linkage of the bivalent inhibitor 1 on a
Sepharose matrix, several chemical modifications were neces-
sary. In particular, it was essential : i) to increase the chemical
stability of 1, ii) to replace the bifunctional scaffold with a tri-
functional one, thus providing an anchoring position for the
spacer attachment, and iii) to identify an appropriate spacer.


For the regeneration and cleaning of a Sepharose matrix
washing of the material with 0.1 m NaOH is recommended.
This procedure, however, is incompatible with the base-labile
methyl ester groups present in 1 blocking the terminal carbox-
ylic acid functions. Extensive SAR studies suggest that a free
carboxylic acid group at this position is not tolerated in inhibi-
tors of trypsin-like serine proteases. Therefore, the methyl
esters were replaced by the corresponding methyl amides.


To identify an anchoring point suitable for the attachment of
the spacer, the bivalent binding mode of inhibitor 1 to the b-
tryptase tetramer was characterized by use of a novel model-
ing program for the docking of bivalent ligands. Figure 1 B
shows that the (S,S) diastereomer of the inhibitor 1 can adopt
a conformation that allows simultaneous interactions of the
terminal aminomethyl groups of (S,S)-1 with the Asp189 moiet-
ies terminating the S1 pockets of the neighboring subunits A
and D (or their symmetry equivalents B and C). Docking of
the other three diastereomers of 1 gave similar results (not
shown). More importantly, these docking studies clearly indi-
cate that the piperazine-2,5-dione scaffold itself is not involved
in the binding and thus that one of its amide nitrogens is
ideally suited as an anchoring point for the spacer.


In many cases, the nature of the spacer used for the immo-
bilization of a ligand is not crucial for optimal recognition and
binding of the target protein. In the particular case of the tryp-
tase tetramer, however, the limited accessibility of the active
site clefts made the selection of an appropriate spacer far
more difficult, the matrix-bound ligand having to pass through
one of the entrances formed by the four subunits to reach the
S1 binding pockets located within the water-filled catalytic
chamber. From the docking study/crystal structure, a distance
of at least approximately 20 � from the amide nitrogen of the
piperazine-2,5-dione scaffold indicated in Figure 1 B to the en-
trance of the pore has to be bridged. Besides an appropriate
length, the physicochemical nature of the spacer has to resist
hydrophobic collapse under the aqueous conditions required
for affinity chromatography. Accordingly, Jeffamine ED 900


Figure 1. Design of the affinity ligand. A) X-ray structure of human b-tryptase.
The b-tryptase tetramer is shown in gray ribbon representation and Asp189, at
the bottom of each S1 pocket, in red CPK representation. The distances be-
tween the S1 subsites are indicated. B) Bivalent docking of (S,S)-1 into the S1
pockets of neighboring subunits of the b-tryptase tetramer. The b-tryptase tet-
ramer (view from the top) is shown in blue ribbon representation, Asp189 of
each S1 pocket in magenta CPK representation, and the inhibitor in stick rep-
resentation (color code : C atoms green, N atoms blue, and O atoms red).


Scheme 1. Structure of the bivalent inhibitor 1.
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(O,O’-bis(2-aminopropyl)polyethylene glycol 800; Mr~900) was
selected as a spacer fulfilling both the length and the solubility
requirements.


Synthesis of the affinity ligand


In view of the required modifications described above, the
strategy for the synthesis of inhibitor 1[24] was modified as fol-
lows. The trifunctional scaffold 4
was obtained in two steps start-
ing from the piperazine-2,5-
dione 2 as outlined in Scheme 2.
One of the amide nitrogens was
alkylated with benzyl bromo-
acetate in the presence of
silver(i) oxide as base, by a pro-
cedure described by Falorni
et al. for the bisalkylation of re-
lated piperazine-2,5-diones.[25]


The tert-butyl ester groups were
then cleaved by use of TFA/
CHCl3 (1:4, v/v) instead of the
commonly applied TFA/H2O
(95:5, v/v) in order to avoid the
hydrolysis of the benzyl ester.
The trifunctional scaffold was
obtained as a 1:1 mixture of the
two possible isomers (4 a/4 b),
according to the R/S stereo-
chemistry of 2.


The synthesis of the modified
S1 ligand is summarized in
Scheme 3. As starting material,
H-dl-Phe(3-BocNH-CH2)-OMe
(dl-3-tert-butoxycarbonylamino-
methyl-phenylalanine methyl
ester ; 5), synthesized as de-
scribed previously,[24] was select-
ed and converted in six steps by
standard procedures into 11
(overall yield 53 %). The two
binding heads (11) were then
connected through amide link-
ages (EDC/HOBt-promoted cou-
pling) with the trifunctional scaf-
fold 4 to give 12 (Scheme 4).
After unmasking of the function-
al groups of 12 in two steps, the
terminal aminomethyl functions
were Fmoc-protected. This
change of protecting groups
was required to prepare the
ligand for the covalent linkage
onto the Sepharose matrix, as
the cleavage conditions for the
Fmoc group (piperidine/DMF)
are compatible with the highly


hydrophilic carbohydrate-based matrix in terms of stability and
solvent accessibility.


To immobilize the bivalent inhibitor on a NHS-activated Se-
pharose it was necessary to protect the spacer—Jeffamine
ED 900—at one of its amino functions with the acid-labile Boc
group. Because of its hydrophilic character, the isolation and
purification of mono-Boc-protected Jeffamine ED 900 from the
reaction mixture proved to be difficult ; preparative RP-HPLC


Scheme 2. Synthesis of the trifunctional scaffold 4 : i) BrCH2CO2Bn/Ag2O, DMF, 50 8C (20 %), ii) TFA/CHCl3 (1:4, v/v),
0 8C!RT (91 %).


Scheme 3. Synthesis of the modified S1 ligand 11: i) Z-OSu/NaHCO3, dioxane/H2O (1:1, v/v) (90 %), ii) 0.1 n NaOH, THF
(81 %), iii) aq. methylamine/EDC/HOBt, DMF (90 %), iv) 10 % Pd-C/H2, MeOH, v) Z-Gly-OH/DIEA/EDC/HOBt, CHCl3 (91 %
over two steps), vi) 10 % Pd-C/H2, MeOH (90 %).


Scheme 4. Synthesis of the spacer-functionalized ligand 17 (the reactions were performed with the isomeric mixture
4 a/b ; to simplify the scheme, only the isomers derived from 4 a are shown): i) 11·HCl/DIEA/EDC/HOBt, CHCl3 (74 %),
ii) 95 % aq. TFA, 0 8C!RT (88 %), iii) 10 % Pd-C/H2, MeOH (82 %), iv) Fmoc-OSu/NaHCO3, dioxane/H2O (2:1) (51 %),
v) mono-Boc-protected Jeffamine ED 900 (21)/EDC/HOBt, CHCl3 (83 %), vi) 95 % aq. TFA, 0 8C!RT (88 %).
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was not the method of choice because the usually
applied acidic eluent system (MeCN/1 % aq. TFA) is
only compatible with the Boc group within limits.
Therefore, a step-wise liquid–liquid extraction proce-
dure that can also be used at the multi-gram scale
was chosen for isolation and purification. The crude
monoprotected Jeffamine ED 900 was dissolved in
water and neutralized. In a first step, doubly protect-
ed Jeffamine ED 900 was removed by washing with
AcOEt. In a second step, monoprotected Jeffamine
ED 900 was extracted into water-saturated nBuOH
while unprotected Jeffamine ED 900 remained in the
water phase. To increase the solubility of the mono-
protected Jeffamine ED 900 in nBuOH and thus to fa-
cilitate the second extraction step, the mono-Boc-
protected Jeffamine ED 900 was synthesized via the
mono-Z-protected Jeffamine ED 900 as outlined in
Scheme 5.


The mono-Boc-protected Jeffamine ED 900 (21) was coupled
with 15 to yield 16 by the EDC/HOBt method (Scheme 4). For
this step, the use of chloroform stabilized with amylene as sol-
vent proved to be important: when MeOH-stabilized chloro-
form was used not only the desired Jeffamine ED 900 function-
alized ligand but predominately
the methyl ester was obtained,
due to the slow coupling rate of
the amine nucleophile. After
cleavage of the Boc group, the
Jeffamine ED 900 functionalized
ligand 17 was analyzed by LC-
MS. Figure 2 shows the
[M+2 H]2 + and [M+3 H]3 + cluster
of species corresponding to Jeff-
amine ED 900 containing no fur-
ther (OCH2CH(CH3)) units (x +


z = 0). Within the [M+2 H]2+ clus-
ter, the mass signals could be
clearly assigned to ligands with
7–19 (OCH2CH2) units (y = 7–19).
A closer look at the [M+2 H]2+


cluster reveals further series of


[M+2 H]2 + clusters corresponding to species containing addi-
tional (OCH2CH(CH3)) units (x + z�1).


Finally, the NHS-activated Sepharose was loaded with 17 as
summarized in Scheme 6. The coupling reaction with this car-
bohydrate matrix was performed in iPrOH/H2O/0.2 m NaHCO3


(1.5:3.5:20, v/v/v) and reached completeness as monitored by
the disappearance of 17 in the reaction solution by RP-HPLC.
After capping of the remaining N-hydroxysuccimimide-activat-
ed carboxylic acid functions with ethanolamine, the Fmoc pro-
tecting groups were cleaved with piperidine/DMF (5:95, v/v) to
give the affinity matrix 18.


Characterization of the affinity matrix


The chemical and/or structural modifications of the bivalent
inhibitor 1 required for its immobilization had only a minor
effect on the inhibitory potency: both 1 and 13 inhibit human
b-tryptase with similar affinities (equilibrium dissociation con-
stants for the complexes Ki = 18 nm and 50 nm, respectively).
After coupling with the Sepharose matrix, the amount of im-


Scheme 5. Synthesis of the mono-Boc-protected Jeffamine ED 900 (21): i) Z-
OSu, dioxane/H2O (2:1, v/v) (57 %), ii) Boc2O/1 n NaOH, dioxane/H2O (2:1, v/v),
iii) 10 % Pd-C/H2, AcOEt (45 % over two steps).


Figure 2. ESI-MS of 17 (x + z = 0).


Scheme 6. Immobilization of the ligand 17 on the Sepharose matrix (the reactions were performed with the isomeric
mixture 17 a/b ; to simplify the scheme, only the isomers derived form 17 a are shown): i) inhibitor, iPrOH/H2O/0.2 m


NaHCO3 solution (1.5 :3.5:20, v/v/v), ii) 0.5 m ethanolamine, iPrOH, iii) piperidine/DMF (5:95, v/v).
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mobilized inhibitor was quantified by quantitative amino acid
analysis, advantage being taken of the presence of the amino
acids glycine and aspartic acid in the scaffold 4. Approximately
0.54 mmol ligand were immobilized per mL of swollen Sephar-
ose. This amount is sufficient for efficient affinity purification of
tryptase because it allows the binding of �1.5 mg tryptase
per mL of the matrix even if only 10 % of the ligand is available
for binding. Loading of the matrix with larger amounts was
avoided because, while overloading might increase its capacity
for purification, it is also likely to hamper the elution of the
bound protease and thus to decrease recoveries.


To determine the usefulness of the matrix for affinity purifi-
cation of b-tryptase its ability to recognize tryptase and to
bind it reversibly was investigated. A crude extract from
human lung tissue was clarified by hydrophobic interaction
chromatography to remove lipids and other hydrophobic com-
ponents and subsequently applied to a column (8 � 2 cm) con-
taining the affinity matrix. Analysis of the fractions by SDS-
PAGE and Western blot shows that impurities cross the matrix
material in the flow-through (Figure 3 A, lane 3), whereas tryp-


tase that is detectable in the lung tissue extract by immuno-
reactivity is completely bound (Figure 3 B, lanes 2 and 3). After
extensive washing of the column an apparent highly homoge-
nous protein fraction was eluted with a buffer containing 2 m


NaCl (lanes 4 and 5 in Figure 3 A and B). From measurements
of enzymatic activity, >99.5 % of the applied tryptase was
bound to the column and 66 % was recovered by elution with
NaCl. SDS-PAGE and Western blot show the characteristic dif-
fuse band of the glycosylated tryptase monomer with a mass
of approximately 33 kDa and suggest that the protease is virtu-
ally homogeneous.


Conclusion


By exploiting the interaction of a dibasic inhibitor with b-tryp-
tase we have developed a novel affinity matrix for this unique


tetrameric serine protease. Our approach to immobilizing biva-
lent ligands with trifunctional scaffolds based on piperazine-
2,5-diones in combination with the concept of using linkers of
different length to optimize the presentation of the head
groups to neighboring subunits[24] can easily be adopted to ad-
dress other tryptases and even other oligomeric proteases. In
particular, the affinity matrix should be rapidly optimizable for
animal tryptases, which show marked species differences prob-
ably reflecting variations in the architecture of the non-cova-
lently linked active tetramer.[11] Furthermore, this approach
may help to identify additional oligomeric human tryptases de-
rived from the � four genes located within the recently identi-
fied serine protease cluster on chromosome 16p13.3.[26–28] Fi-
nally, an affinity matrix loaded with an array of bivalent ligands
addressing different oligomeric architectures in a parallel fash-
ion provides an geometry-driven combinatorial approach for
affinity purification.


Experimental Section


General : All reagents and solvents used in the synthesis were of
the highest quality commercially available. NHS-activated Sephar-
ose 4 Fast Flow was purchased from Pharamacia Biotech, and Jeffa-
mine ED 900 from Fluka. TLC was carried out on silica gel 60 plates
(Merck AG, Darmstadt), and compounds were visualized with chlor-
ine/o-tolidine. Analytical HPLC was carried out with Waters equip-
ment (Eschborn, Germany) on XTerra TM C8, 5 mm (Waters, Esch-
born, Germany) with use of a linear gradient of MeCN/ 2 % H3PO4


(5:95 to 90:10 in 15 min). ESI-MS spectra were recorded on a PE
SICEX API 165 instrument and 1H NMR spectra were recorded on
Bruker AMX 400 or AMX 500 spectrometers.


Synthesis of the affinity ligand


tert-Butyl ((2S,5R)-1/4-benzyloxycarbonylmethyl-5-tert-butoxy-
carbonylmethyl-3,6-dioxo-piperazin-2-yl)-acetate (3 a/b): Benzyl
bromoacetate (0.46 mL, 2.92 mmol) in DMF (50 mL) and Ag2O
(0.67 g, 2.92 mmol) were added to a solution of 2 (1.00 g,
2.92 mmol). While the black colored suspension was stirred over-
night at 50 8C the color gradually turned gray-green. The AgBr
formed was removed by centrifugation, the solvent was evaporat-
ed, and a mixture of tert-butyl methyl ether/petroleum ether (1:1,
v/v ; 50 mL) was added. The precipitate (recovered starting materi-
al) was filtered off and washed with tert-butyl methyl ether/petro-
leum ether (1:1, v/v ; 3 � 50 mL). The mother liquor was evaporated,
and the crude product was purified by flash chromatography
(100 g silica gel; eluent tert-butyl methyl ether/petroleum ether 1:1
v/v, followed by neat tert-butyl methyl ether) ; yield: 0.28 g (20 %,
1:1 mixture of isomers) ; TLC (tert-butyl methyl ether) Rf 0.68; 1H
NMR (400 MHz, [D6]DMSO): d= 1.38 (s, 18 H; OC(CH3)3), 2.57 (dd,
J = 16.88, 6.23 Hz, 1 H; bCH2 Asp), 2.69 (dd, J = 16.88, 4.22 Hz, 1 H;
bCH2 Asp), 2.78 (dd, J = 17.43, 4.59 Hz, 1 H; bCH2 Asp), 2.87 (dd, J =
17.43, 4.77 Hz, 1 H; bCH2 Asp), 4.14 (s, 2 H; NCH2CO), 4.16 (t, J =
4.59 Hz, 1 H; aCH Asp), 4.42 (t, J = 4.95 Hz, 1 H; aCH Asp), 5.13 (s,
2 H; CH2�C6H5), 7.36 (m, 5 H; CH2�C6H5), 8.32 (s, 1 H; aNH Asp);
HRMS (ESI) calcd for C25H34N2O8 + H+ [M+H]+ ; m/z : 491.23879,
found 491.23781.


((2S,5R)-1/4-Benzyloxycarbonylmethyl-5-carboxymethyl-3,6-di-
oxopiperazin-2-yl)acetic acid (4 a/b): Compound 3 (0.26 g,
0.46 mmol) was dissolved in CHCl3/TFA (4:1, v/v ; 50 mL). After 24 h,
the solution was concentrated in vacuo and the resulting oil was
evaporated from toluene (3 � ). Upon treatment with AcOEt, the


Figure 3. Analysis of the affinity chromatography of human b-tryptase by:
A) SDS-PAGE, and B) Western blot. Lane 1: molecular mass standards, lane 2:
extract from human lung tissue after hydrophobic interaction chromatography,
lane 3: flow-through of the affinity matrix, lanes 4 and 5: eluted fractions.
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title compound was obtained as colorless crystals ; yield: 0.16 g
(91 %, 1:1 mixture of isomers); TLC (CHCl3/MeOH/AcOH 8:8:1, v/v/v)
Rf 0.51; 1H NMR (400 MHz, [D6]DMSO): d= 2.61 (dd, J = 17.00,
5.20 Hz, 1 H; bCH2 Asp), 2.66 (dd, J = 17.00, 5.77 Hz, 1 H; bCH2 Asp),
2.81 (dd, J = 17.50, 4.54 Hz, 1 H; bCH2 Asp), 2.87 (dd, J = 17.50,
4.60 Hz, 1 H; bCH2 Asp), 4.11 (d, J = 17.30 Hz, 1 H; NCH2CO), 4.16 (t,
J = 4.60 Hz, 1 H; aCH Asp), 4.18 (d, J = 17.30 Hz, 1 H; NCH2CO), 4.45
(t, J = 5.42 Hz, 1 H; aCH Asp), 5.12 (s, 2 H; CH2�C6H5), 7.36 (m, 5 H;
CH2�C6H5), 8.23 (s, 1 H; aNH Asp), 12.39 (br s, 2 H; COOH); HRMS
(ESI) calcd for C17H18N2O8 + H+ [M+H]+ ; m/z : 379.11359; found
379.11370.


Z-dl-Phe(3-BocHN-CH2)-OH (7): A solution of NaHCO3 (0.49 g,
5.79 mmol) in water (100 mL) was added to a suspension of 5·HCl
(2.00 g, 5.79 mmol) in dioxane (100 mL), followed by Z-OSu (1.44 g,
5.79 mmol), and the resultant solution was stirred at room temper-
ature. After 3 h, the solvent was evaporated and the residual oil
was partitioned between AcOEt (100 mL) and water (100 mL). The
organic phase was washed with aq. KHSO4 (5 %, 3 � 50 mL) and
brine (1 � 50 mL) and dried (Na2SO4), and the solvent was evaporat-
ed to give Z-dl-Phe(3-BocHN-CH2)-OMe (6) as a colorless oil (TLC
(AcOEt/petroleum ether, 1:2, v/v) Rf 0.50; ESI-MS: m/z = 443.2
[M+H]+ ; calcd for C24H30N2O6: 442.2). The oil (2.24 g, 5.06 mmol)
was dissolved in THF (100 mL), and aq. NaOH (0.1 n, 51 mL) was
added to the stirred solution from a dropping funnel. Stirring was
continued overnight before evaporation of the solvent. The ob-
tained oil was dissolved in water (100 mL), acidified by addition of
KHSO4, and extracted with AcOEt (3 � 100 mL), and the combined
organic phases were washed with brine (1 � 50 mL) and dried
(Na2SO4). The product was isolated by precipitation from tert-butyl
methyl ether/petroleum ether to give a colorless powder; yield:
1.74 g (70 % over two steps) ; TLC (cyclohexane/CHCl3/AcOH
45:45:10, v/v/v) Rf 0.33; 1H NMR (500 MHz, [D6]DMSO): d= 1.39 (s,
9 H; C(CH3)3), 2.82 (dd, J = 13.73, 10.53 Hz, 1 H; b2CH2), 3.03 (dd, J =
13.73, 4.27 Hz, 1 H; b1CH2), 4.09 (d, J = 6.10 Hz, 2 H; CH2NHBoc), 4.15
(m, 1 H; aCH), 4.97 (m, 2 H; CH2�C6H5), 7.02–7.15, 7.21 (2 � m, 4 H;
C6H4), 7.24–7.36 (m, 6 H; CH2NHBoc, CH2�C6H5), 7.61 (d, J = 7.47 Hz,
1 H; aNH); HRMS (ESI) calcd for C23H28N2O6 + H+ [M+H]+ ; m/z :
429.20201; found 429.20112.


Z-dl-Phe(3-BocHN-CH2)-NHMe (8): Aqueous methylamine (11.85 m,
0.22 mL, 2.63 mmol), HOBt (0.24 g, 1.75 mmol), and EDC (0.50 g,
2.63 mmol) were successively added to an ice-cold (0 8C), stirred so-
lution of 7 (0.75 g, 1.75 mmol) in DMF (30 mL). After 1 h the ice
bath was removed, and stirring was continued overnight. The sol-
vent was evaporated, and the residual oil was partitioned between
AcOEt (100 mL) and water (100 mL). The organic phase was
washed with aq. KHSO4 (5 %, 3 � 50 mL), aq. NaHCO3 (5 %, 3 �
50 mL), and brine (1 � 50 mL), and dried (Na2SO4). The solvent was
evaporated to give a colorless powder; yield: 0.70 g (91 %); TLC
(AcOEt/petroleum ether, 4:1, v/v) Rf 0.57; 1H NMR (500 MHz,
[D6]DMSO): d= 1.39 (s, 9 H; C(CH3)3), 2.58 (d, J = 4.59 Hz, 3 H;
NHCH3) 2.73 (dd, J = 13.57, 10.09 Hz, 1 H; b2CH2), 2.93 (dd, J = 13.57,
4.59 Hz, 1 H; b1CH2), 4.08 (d, J = 6.06 Hz, 2 H; CH2NHBoc), 4.15 (m,
1 H; aCH), 4.95 (s, 2 H; CH2�C6H5), 7.03–7.13, 7.19 (2 � m, 4 H; C6H4),
7.23–7.36 (m, 6 H; CH2NHBoc, CH2�C6H5), 7.45 (d, J = 8.44 Hz, 1 H;
aNH), 7.88 (m, 1 H; NHCH3); HRMS (ESI) calcd for C24H31N3O5 + H+


[M+H]+ ; m/z : 442.23365; found 442.23297.


Z-Gly-dl-Phe(3-BocHN-CH2)-NHMe (10): Compound 8 (0.70 g,
1.59 mmol), dissolved in MeOH/H2O (95:5, v/v ; 100 mL), was hydro-
genated over 10 % Pd-C at atmospheric pressure. The reaction was
monitored by TLC (nBuOH/AcOH/H2O/AcOEt 3:1:1:5, v/v/v/v ; Rf


0.28) and was complete within 4 h. The catalyst was removed by
filtration, the solution was concentrated in vacuo, and the resultant


oil was evaporated from toluene (3 � ). The obtained H-dl-Phe(3-
BocHN-CH2)-NHMe (9) was dissolved in CHCl3 (30 mL), and Z-Gly-
OSu (0.63 g, 2.06 mmol) was added. After 2 h, DIEA (0.36 mL,
2.06 mmol) and an additional portion of Z-Gly-OSu (0.24 g,
0.79 mmol) was added, and stirring was continued overnight. The
solvent was evaporated, and the residual oil was partitioned
between AcOEt (100 mL) and water (100 mL). The organic phase
was mixed with 1-(2-aminoethyl)piperazine (0.37 mL, 2.85 mmol),
washed with aq. KHSO4 (5 %, 3 � 50 mL), aq. NaHCO3 (5 %, 3 �
50 mL), and brine (1 � 50 mL), and dried (Na2SO4). The solvent was
evaporated to give a colorless powder; yield: 0.72 g (91 %); TLC
(CHCl3/MeOH, 9:1, v/v) Rf 0.50; 1H NMR (500 MHz, [D6]DMSO): d=
1.39 (s, 9 H; C(CH3)3), 2.55 (d, J = 4.22 Hz, 3 H; NHCH3), 2.75 (dd, J =
13.57, 8.80 Hz, 1 H; b2CH2 Phe(3-H2NCH2)), 2.94 (dd, J = 13.57,
5.31 Hz, 1 H; b1CH2 Phe(3-H2NCH2)), 3.54 (dd, J = 16.69, 5.87 Hz, 1 H;
aCH2 Gly), 3.66 (dd, J = 16.69, 5.87 Hz, 1 H; aCH2 Gly), 4.09 (d, J =
5.68 Hz, 2 H; CH2NHBoc), 4.40 (m, 1 H; aCH Phe(3-H2NCH2)), 5.02 (s,
2 H; CH2�C6H5), 7.05, 7.18 (2 � m, 4 H; C6H4), 7.24–7.40 (m, 7 H;
CH2NHBoc, CH2�C6H5, aNH Gly), 7.85 (m, 1 H; NHCH3), 8.05 (d, J =
8.25 Hz, 1 H; aNH Phe(3-H2NCH2)) ; HRMS (ESI) calcd for C26H34N4O6


+ H+ [M+H]+ ; m/z : 499.25511; found 499.25435.


H-Gly-dl-Phe(3-BocHN-CH2)-NHMe·HCl (11): Compound 10
(0.72 g, 1.44 mmol), dissolved in MeOH (100 mL), was hydrogenat-
ed over 10 % Pd-C at atmospheric pressure. The reaction was moni-
tored by TLC (nBuOH/AcOH/H2O/AcOEt 3:1:1:5, v/v/v/v ; Rf 0.28)
and was complete within 2 h. The catalyst was removed by filtra-
tion, aq. HCl (1 n, 1.4 mL) was added, the solution was concentrat-
ed in vacuo, and the resultant oil was evaporated from toluene
(3 � ). The hydrochloride was precipitated from iPrOH/tert-butyl
methyl ether/petroleum ether to give a colorless powder; yield:
0.52 g (90 %); TLC (nBuOH/AcOH/H2O/AcOEt 3:1:1:5, v/v/v/v) Rf


0.18; 1H NMR (500 MHz, [D6]DMSO): d= 1.39 (s, 9 H; C(CH3)3),
2.56 (d, J = 4.77 Hz, 3 H; NHCH3), 2.75 (dd, J = 13.75, 9.17 Hz, 1 H;
b2CH2 Phe(3-H2NCH2)), 2.97 (dd, J = 13.75, 5.13 Hz, 1 H; b1CH2


Phe(3-H2NCH2)), 3.37 (d, J = 16.14 Hz, 1 H; aCH2 Gly), 3.50 (d, J =
16.14 Hz, 1 H; aCH2 Gly), 4.09 (d, J = 6.14 Hz, 2 H; CH2NHBoc), 4.45
(m, 1 H; aCH Phe(3-H2NCH2)), 7.07, 7.21 (2 m, 4 H; C6H4), 7.32 (t, J =
6.14 Hz, 1 H; CH2NHBoc), 7.36 (br s, 3 H; aNH3 Gly), 8.04 (m, 1 H;
NHCH3), 8.62 (d, J = 8.07 Hz, 1 H; aNH Phe(3-H2NCH2)) ; HRMS (ESI)
calcd for C18H28N4O4 + H+ [M+H]+ ; m/z : 365.21833; found
365.21526.


Compound 12 : Compound 4 (0.196 g, 0.518 mmol), HOBt (0.140 g,
1.036 mmol), and EDC (0.238 g, 1.243 mmol) were added succes-
sively to an ice-cold (0 8C), stirred solution of 11·HCl (0.498 g,
1.243 mmol) and DIEA (0.220 mL, 1.243 mmol) in DMF (30 mL).
After 1 h, the ice bath was removed and stirring was continued
overnight. The solvent was evaporated, and the residual oil was
subjected to flash chromatography (100 g silica gel, eluent CHCl3/
MeOH 4:1, v/v). The homogenous fractions were pooled and
evaporated, and the residual oil was precipitated from MeOH/tert-
butyl methyl ether/petroleum ether to give a colorless powder;
yield: 0.410 g (74 %); TLC (CHCl3/MeOH 4:1, v/v) Rf 0.42; HRMS (ESI)
calcd for C53H70N10O14 + 2 � H+ [M+2 H]2 + ; m/z : 536.26092; found
536.26061.


Compound 13 : Compound 12 (0.308 g, 0.287 mmol) was dissolved
in ice-cold TFA/H2O (95:5, v/v ; 20 mL). After 2 h, the acid was re-
moved in vacuo, and the residual oil was evaporated from toluene
(3 � ). The title compound was isolated by precipitation from
iPrOH/tert-butyl methyl ether/petroleum ether to give a colorless
powder; yield: 0.276 g (88 %); TLC (CHCl3/MeOH/25 % aq. NH3


20:20:9, v/v/v) Rf = 0.80; HRMS (ESI) calcd for C43H54N10O10 + H+


[M+H]+ ; m/z : 871.40971; found 871.41130.
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Compound 14 : Compound 13 (0.255 g, 0.233 mmol), dissolved in
MeOH (100 mL), was hydrogenated over 10 % Pd-C at atmospheric
pressure. The reaction was monitored by TLC and was complete
within 2 h. The catalyst was removed by filtration, and the solution
was evaporated. The resultant oil was precipitated from iPrOH/tert-
butyl methyl ether/petroleum ether to give a colorless powder;
yield: 0.192 g (82 %); TLC (CHCl3/MeOH/25 % aq. NH3 12:9:4, v/v/v)
Rf = 0.5; HRMS (ESI) calcd for C36H48N10O10 + H+ [M+H]+ ; m/z :
781.36276; found 781.36245.


Compound 15 : A solution of Fmoc-OSu (66.8 mg, 0.198 mmol) in
dioxane (5 mL) was added to a stirred solution of 14 (100.0 mg,
0.099 mmol) and NaHCO3 (24.9 mg, 0.297 mmol) in water (5 mL).
After 3 h, the solvent was evaporated, the residual material was
dissolved in water (50 mL), acidified (KHSO4), and extracted with
AcOEt (3 � 30 mL) and with CHCl3 (3 � 30 mL). The organic phases
were combined, washed with brine (1 � 30 mL), dried (Na2SO4), and
evaporated. The obtained material was transferred into a centri-
fuge tube and extracted with hot AcOEt (3 � ) to remove unreacted
Fmoc-OSu and to yield the title compound as a colorless powder;
yield: 62.0 mg (51 %); TLC (nBuOH/AcOH/H2O/AcOEt 3:1:1:5, v/v/v/v)
Rf = 0.30; HRMS (ESI) calcd for C66H68N10O14 + H+ [M+H]+ ; m/z :
1225.49892; found 1225.49831.


Compound 17: Compound 21 (65.2 mg, 0.065 mmol) was dis-
solved in amylene-stabilized CHCl3 (5 mL) and the pH was adjusted
to approximately 8 by addition of DIEA (2 drops). Compound 15
(40.0 mg, 0.032 mmol), HOBt (4.3 mg, 0.032 mmol), and EDC
(12.5 mg, 0.065 mmol) were added to the stirred solution at 0 8C
(ice bath). After 1 h the ice bath was removed and stirring was
continued. The reaction was monitored by HPLC and went to
completion overnight. The solvent was removed in vacuo, and the
resultant oil was partitioned between AcOEt (100 mL) and water
(100 mL). The organic phase was washed with aq. KHSO4 (5 %,
3 � 30 mL), aq. NaHCO3 (5 %, 3 � 30 mL), and brine (1 � 30 mL),
and dried (Na2SO4). The solvent was evaporated to give a waxy
colorless solid (16, yield: 57.0 mg (80 %); HPLC tR 10.9 min). The
obtained material was dissolved in ice-cold TFA/H2O (95:5, v/v ;
20 mL). After 2 h, the acid was removed in vacuo and the
residual oil was evaporated from toluene (3 � ) to give a colorless
oil ; yield: 45.0 mg (80 %); HPLC tR 8.2 min; ESI-MS: m/z = 957.0,
1008.2, 1015.2, 1066.2 [M+2 H]2 + ; calcd for C98H134N12O27: 1910.9
(y = 13, x + z = 0), C103H144N12O29: 2013.0 (y = 14, x + z = 1),
C104H146N12O29: 2027.0 (y = 13, x + z = 2), C109H156N12O31: 2129.0
(y = 14, x + z = 3) (the most abundant species of each cluster is
given)


Mono Z-protection of Jeffamine ED 900 (19): A solution of Z-OSu
(1.00 g, 4.01 mmol) in dioxane (0.5 L) was added by dropping
funnel over 2.5 h to a vigorously stirred solution of Jeffamine
ED 900 (3.60 g, 4.01 mmol) in dioxane/H2O (1:1, v/v ; 1 L). The sol-
vent was evaporated, the residual oil was dissolved in water
(25 mL), and the solution was acidified (1 n aq. HCl), and extracted
with AcOEt (3 � 25 mL) to remove doubly Z-protected material, fol-
lowed by water-saturated nBuOH (10 � 25 mL). The combined
nBuOH phases were evaporated to give the title compound as a
colorless oil ; yield: 2.44 g (57 %); TLC (CHCl3/MeOH/25 % aq. NH3


14:2:0.5, v/v/v) Rf 0.30. ESI-MS: m/z = 971.6, 985.6, 999.6 [M+H]+ ;
calcd for C46H86N2O19: 970.6 (y = 16, x + z = 0), C47H88N2O19: 984.6
(y = 15, x + z = 1), C48H90N2O19: 998.6 (y = 14, x + z = 2) (the most
abundant species of each cluster is given).


Mono Boc-protected Jeffamine ED 900 (21): Aq. NaOH (1 n,
1.4 mL) and Boc2O (0.36 g, 1.67 mmol) were added to a stirred so-
lution of 19 (1.44 g, 1.35 mmol) in dioxane/H2O (2:1, v/v ; 30 mL).


After 1 h, additional portions of aq. NaOH (1 n, 1.4 mL) and Boc2O
(0.36 g, 1.67 mmol) were added. After the system had been stirred
for 3 h, the solvent was evaporated and the residual oil was parti-
tioned between AcOEt (100 mL) and water (100 mL). The organic
phase was washed with aq. KHSO4 (5 %, 3 � 50 mL) and brine (1 �
50 mL) and dried (Na2SO4). The solvent was evaporated to give the
doubly protected Jeffamine ED 900 (20) as a colorless oil (TLC
(CHCl3/MeOH/25 % aq. NH3 14:2:0.5, v/v/v) Rf 0.70). The obtained
material was dissolved in AcOEt (150 mL) and hydrogenated over
10 % Pd-C at atmospheric pressure. The reaction was monitored by
TLC and was complete within 2 h. The catalyst was removed by fil-
tration, and the solution was evaporated to give the title com-
pound as a colorless oil ; yield; 0.61 g (45 %); TLC (CHCl3/MeOH/
25 % aq. NH3 14:2:0.5, v/v/v; Rf 0.46) ; ESI-MS: m/z = 499.6, 506.6,
513.6 [M+2 H]2 + ; calcd for C46H94N2O20: 994.6 (y = 16, x + z = 1),
C47H96N2O20: 1008.6 (y = 15, x + z = 2), C47H96N2O21: 1024.6 (y = 18,
x + z = 0) (the most abundant species of each cluster is given)


Immobilization of 17 on the Sepharose matrix : NHS-activated
SepharoseTM 4 Fast Flow (25 mL) was placed in a chromatography
column (volume: 100 mL) fitted with a glass frit and washed with
cold aq. HCl (1 mm, 200 mL). Compound 17 (45 mg, 0.020 mmol)
was dissolved in iPrOH/H2O (1.5:3.5, v/v ; 5 mL), aq. NaHCO3 (0.2 m,
20 mL) was added, and this solution was added to the matrix ma-
terial. The coupling reaction was monitored by following the disap-
pearance of the free ligand by HPLC. After the column had been
shaken for 1 h at room temperature, the reaction was complete.
The Sepharose was washed with water (300 mL) and subsequently
with iPrOH (100 mL). To cap the remaining NHS-activated carboxyl-
ic acid functions, ethanolamine in iPrOH (0.5 m, 25 mL) was added,
the column was shaken for 1 h, and the resin was subsequently
washed with iPrOH (200 mL). The Fmoc protecting groups were
cleaved off by treatment of the matrix with piperidine/DMF (5:95,
v/v ; 25 mL) for 20 min (4 � ). Finally, the Sepharose was washed
with iPrOH (300 mL) until the eluting iPrOH had a pH value of 7.
The affinity matrix (18) was stored as a suspension in iPrOH at 4 8C.


Quantification of the immobilized ligand : The swollen Sepharose
(0.50 mL) was washed with tert-butyl methyl ether (5 mL) and then
with petroleum ether (5 mL) and dried. After addition of aq. HCl
(6 n, 1 mL), an aliquot (9.6 mg, ffi0.24 mL swollen Sepharose) was
hydrolyzed at 110 8C for 24 h in an evacuated glass flask. The hy-
drolysate was subjected to quantitative amino acid analysis with a
Biotronic amino acid analyzer; loading: 0.54 mmol ligand per mL
swollen Sepharose.


Bivalent docking : A stepwise optimization algorithm was used to
dock the bivalent inhibitors into a tryptase model comprising sub-
units A and D of b-tryptase. Atom coordinates and relative orienta-
tion of the subunits were taken from the X-ray structure with
PDB ID 1AOL,[29] published by Pereira et al.[16] The algorithm is im-
plemented as a SPL script in the Sybyl software package.[30]


As the first step, the sites of breakage are defined for splitting the
ligand into three fragments: two head groups and the linker frag-
ment. In a second step, the head groups are docked into the S1
pockets of subunits A and D, respectively, by use of the FlexX
docking software.[31]


The previously defined breakage points are now used for automat-
ic successive reassembly of the ligand. Reasonable conformations
for the docked bivalent ligand are found by a series of force field
calculations, by use of the MMFF94[32] force field as implemented
in Sybyl. In a first step of geometry optimization, the ligand frag-
ments are connected by weak constraints between atoms on both
sides of the breakage points. This first force field calculation is per-
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formed with all atoms of the enzyme and all atoms of the head
groups fixed, in order to find possible geometries of the linker
fragment suitable to bridge between the two docked head groups.
If corresponding atoms at linker and head groups converge to a
distance smaller than twice a bond length, the chemical bonds be-
tween head groups and linker are added and a second geometry
optimization is performed to find reasonable conformations of the
reassembled ligand.


For the next optimization step, parts of the head groups are al-
lowed to be flexible and only the hydrogen bond pattern is re-
tained without changes. For the last two steps of force field geom-
etry optimization, more flexibility is introduced. Firstly the entire
ligand is allowed to move, and finally the side groups of the
enzyme are also allowed to be flexible.


The success of every single step of this algorithm is checked so
that ligands can be classified into several classes. Class 0: head
groups are not docked successfully into S1 pockets (i.e. , inactive
head groups). Class B0: head groups are docked, but no geometry
allowing reconnection of head groups and linker is found (i.e. ,
linker too short). Class B1: reassembly of the ligand is successful,
but one or both head groups slip out of the S1 pocket in the final
geometry optimization (i.e. , linker slightly too short or disadvanta-
geous geometry). Class B2: successfully bivalent docked ligand.


The quality of a docking result for the resulting structures of
class B2 is assessed by calculation of the following parameters:
force field energy of the ligand (as difference between the energies
of the conformations of a docked and a fully relaxed ligand), force
field energy of the enzyme (as difference between the energies of
the geometries of an enzyme with bound inhibitor and a fully re-
laxed enzyme), binding energy (as difference between the energy
of an enzyme-fixed complex and the sum of energies of separated
molecules), length of the terminal hydrogen bonds to Asp189 in
the S1 pocket (too long hydrogen bonds may indicate a high ten-
sion of the ligand, bent between the two active sites), and contact
surface between ligand and enzyme (missing contacts also indicate
a high tension because of an unfavorable linker). Any one of these
parameters can reflect problems of a predicted binding mode.
Only ligands of class B2 and with all parameters within reasonable
ranges are marked as successfully docked bivalent inhibitors.


Inhibition kinetics : The inhibitory activity of the compounds was
accessed by determining their effects on the enzymatic activity of
human b-tryptase essentially as described previously.[33] Briefly, b-
tryptase was incubated either in the absence or in the presence of
the inhibitors at RT in assay buffer (50 mm Tris, 150 mm NaCl,
0.1 mg mL�1 heparin, 0.01 % Triton X-100, 0.01 % sodium azide,
pH 7.6). The residual enzymatic activity was quantified after 30 min
preincubation by monitoring of the hydrolysis of the substrate
tosyl-Gly-Pro-Arg-7-amino-4-methyl-coumarin for 10 min in a
Perkin–Elmer HTS 7000 microtiter plate fluorometer. Ki values were
calculated by fitting the steady state velocities to the equation for
tight-binding inhibitors.[34]


Affinity purification of human b-tryptase : A crude extract from
human lung tissue was clarified by hydrophobic interaction chro-
matography (octyl-Sepharose), diluted in Tris/HCl (50 mm, pH 7.6)
containing heparin (500 mg mL�1), and applied onto a column
(8 cm � 2 cm) containing the affinity matrix 18. The column was
washed extensively with the loading buffer to elute loosely bound
proteins (flow-through). Subsequently, the bound b-tryptase was
eluted with NaCl in the same buffer (2 m). Elution was monitored
by measuring the activity of tryptase with tosyl-Gly-Pro-Arg-pNA as
substrate. Fractions were analyzed by SDS-PAGE with 4–12 %


NuPAGE Novex Bis-Tris gels (Invitrogen) according to the instruc-
tions of the manufacturer. Proteins were detected by Coomassie
Blue staining, and kaleidoscope pre-stained standards (BIO-RAD)
were used as marker.


Western blot analysis was performed on nitrocellulose membranes
with a mouse anti-tryptase monoclonal antibody (MAB 1222,
Chemicon Int.) and DAB as substrate (DAB-substrate kit, Vector
Laboratories).
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Role of DNA Sequence in the Binding Specificity
of Synthetic Basic-Helix-Loop-Helix Domains
Amy C. Beltran,[a] Philip E. Dawson,*[b] and Joel M. Gottesfeld*[a]


Introduction


The basic helix-loop-helix (bHLH) proteins comprise a family of
over 240 transcriptional regulators, which are involved in di-
verse biological functions such as cell-growth control and
transformation, neurogenesis, sex determination, muscle differ-
entiation, and other essential processes.[1–5] A classification
scheme based upon structural, biochemical, and genetic data
divides bHLH proteins into four distinct classes.[6] Studies have
shown that class A bHLH proteins dimerize with many different
bHLH proteins; this allows them to have a profound effect on
the genesis and maintenance of many different cell lineag-
es.[7–11] Class B bHLH proteins show a tissue-restricted pattern
of expression. With a few exceptions, these proteins are inca-
pable of forming homodimers and preferentially heterodimer-
ize with members of class A.[7, 12] Class C bHLH proteins are
structurally unique in that they contain a leucine zipper on the
C-terminal side of the bHLH motif. The proteins of the last
class of bHLH proteins, class D, are also structurally unique,
lacking the basic region and being unable to bind DNA. Mem-
bers of this class are negative regulators of class A and class B
bHLH proteins.[13–16] The functionality of bHLH proteins in tran-
scriptional regulation is imparted by their ability to specifically
dimerize with class A bHLH proteins.


TAL1, a class B bHLH, is a pivotal regulatory protein ex-
pressed in pluripotent hematopoietic stem cells.[3, 17] The
normal pattern of TAL1 expression is restricted to cells of early
hematopoietic lineages, notably erythroid, mast, and early
myeloid cells.[18–20] Other studies indicate that TAL1 is also re-
quired for proper B- and T-lineage development.[3, 21] TAL1 was
first identified through its involvement in a T-cell acute lym-
phoblastic leukemia (T-ALL).[4] Heterodimers of TAL1 and mem-
bers of class A (such as E47, a member of the E family of bHLH
protiens) have been found in normal hematopoietic cells that
are undergoing erythroid differentiation as well as in leukemic
cells of T-ALL patients.[9, 12, 22] This indicates that both normal


and malignant properties of TAL1 are mediated by interaction
with class A bHLH proteins such as E47. As with most class B
bHLH proteins, TAL1 has been shown not to dimerize with
itself or interact with ID, a class D HLH.[23] Thus, heterodimer
formation with class A bHLH proteins is essential for the DNA-
binding activity and functional properties of class B bHLH
proteins.


Formation of a bHLH dimer is facilitated by stabilizing van
der Waals interactions between conserved hydrophobic resi-
dues located in the HLH region of each monomer.[24] Upon di-
merization, the HLH regions of both monomers form a parallel,
left-handed, four-helix bundle with a stable hydrophobic core.
Formation of this parallel four-helix bundle allows the basic
helix to contact the major groove of DNA, with each monomer
interacting with a DNA half-site.[24–27] Conserved amino acids
within the basic helix of each monomer make base-specific
and phosphate contacts over the DNA recognition sequence.
The putative DNA-recognition sequence of bHLH proteins was
first discovered from the kE2 site of the immunoglobulin
kappa gene enhancer.[7, 28] A consensus DNA site, the “E-box”, is
defined by the hexanucleotide sequence CANNTG, here the
inner two nucleotides can vary but the outer bases, CA- and
-TG, are absolutely conserved.
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The basic helix-loop-helix (bHLH) domain defines a class of tran-
scription factors that are essential for the regulation of many
genes involved in cell differentiation and development. To deter-
mine the role of the DNA sequence in driving dimerization speci-
ficity of bHLH transcription factors, we analyzed the DNA se-
quence in and around a consensus hexanucleotide binding site
(E-box). The bHLH domains of two transcription factors, E12 and
TAL1, were chemically synthesized. The minimal DNA binding
domain for both the E12 homodimer and the E12–TAL1 hetero-
dimer was determined, thereby extending the E-box by two base
pairs. Additional studies indicate that the presence of a thymine


in the first flanking position 5’ to the E-box prevents DNA binding
of both dimer complexes. The presence of a thymine or cytosine
in a flanking position two bases 5’ to the E-box decreases the af-
finity for the E12 homodimer twofold but completely inactivates
DNA binding for the E12–TAL1 heterodimer. Access to synthetic
DNA and protein enabled the analysis of specific interactions
between a conserved arginine residue in the basic helix of each
bHLH domain and adenine in a flanking position two bases 5’ to
the E-box. Our results indicate a key role of the DNA sequence
in driving dimerization specificity among bHLH transcription
factors.
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The bHLH motif provides an
interesting opportunity for
studying dimerization specificity
among class A and B bHLH pro-
teins. Binding studies conducted
on bHLH proteins have primarily
dealt with the recombinant full-
length proteins.[9, 14, 29–32] Howev-
er, the bHLH motif, of roughly
60 amino acids, has also been
synthetically generated and
shown to be capable of folding
and binding DNA.[33–36] We have
taken advantage of the small
size of the bHLH domain and
used solid-phase peptide-synthe-
sis methods to generate the
bHLH domains of both E12 and
TAL1. The correlation between
our results with a synthetic
bHLH domain and previous
studies with recombinant full-
length bHLH proteins[9, 14, 29–32]


allows for further investigation
of this domain in the absence of
the additional sequence ele-
ments in the full-length protein.


Results


Chemical synthesis of E12 and
TAL1


The bHLH domains of E12 and
TAL1 were manually synthesized
by using in situ neutralization
protocols for Boc solid-phase
peptide synthesis (Figure 1 a, E12
amino acids 549–607, and Figure 1 b, TAL1 amino acids 184–
244).[37] These synthetic bHLH domains are denoted E12 and
TAL1, corresponding to the names of the full-length polypep-
tide chains. E12 and TAL1 were purified by RP-HPLC and
folded. The purified peptides were analyzed by electrospray
ionization-mass spectrometry (ESI-MS) and the observed
masses matched the masses that were calculated by isotopic
composition. In the case of E12, the observed mass was
7020.6�1.0 Da with a calculated mass of 7018.2 Da. TAL1
yielded an observed mass of 7219.9�1.0 Da with a calculated
mass of 7217.6 Da.


Dissociation constants for the E12 homodimer and the E12–
TAL1 heterodimer binding to DNA


Determination of the true equilibrium dissociation constants
for the interaction of bHLH proteins with DNA requires analysis
of the coupled equilibria of protein dimerization and DNA
binding. Since bHLH dimerization occurs at micromolar protein


concentrations and DNA binding is observed at low nanomolar
concentrations, the contribution of protein dimerization to the
observed dissociation constant will be negligible under the ex-
perimental conditions used herein.[10] A series of oligonucleo-
tides was used for our binding studies (Figure 2). The apparent
dissociation constants (Kd) for both the E12 homodimer and
the E12–TAL1 heterodimer were measured for binding to the
kE2 E-box found in the immunoglobulin kappa chain en-
hancer.[28] Quantitative electrophoretic mobility shift assays
(EMSA) were used to investigate the interactions between E12
homodimers and E12–TAL1 heterodimers and DNA (Figure 3).
The Kd obtained for the E12 homodimer, 11.5�0.4 nm, reflects
a slightly higher affinity for DNA than was previously deter-
mined in the context of the recombinant protein (52 nm)
(see row A in Table 1).[32] Additionally, the Kd obtained for the
E12–TAL1 heterodimer, 2.4�0.3 nm, correlates well with previ-
ously obtained results of an E12–TAL1 heterodimer that con-
sisted of recombinant proteins (3.6 nm to 4.2 nm ; see row A in
Table 2).[30]


Figure 1. A) Amino acid sequence of the bHLH domain of the human E12. Regions of secondary structure are indicated
underneath. RP-HPLC trace obtained from pure material is shown to the left. The first peak that is shortened corre-
sponds to acetic acid. Electrospray ionization (ESI) mass spectrum of the HPLC purified product with the observed
protonation states labeled is also shown to the right. Reconstructed mass analysis of this spectrum is shown as inset.
B) Amino acid sequence of the bHLH domain of the human TAL1. Regions of secondary structure are indicated under-
neath. RP-HPLC trace of pure material is shown to the left. The first peak that is shortened corresponds to acetic acid.
ESI mass spectrum of the HPLC purified product with the observed protonation states labeled is shown to the right.
Reconstructed mass analysis of this spectrum is shown as inset.
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Minimal binding domain of both the E12 homodimer and
the E12–TAL1 heterodimer


While the E-box sequence is strictly defined, the minimal bind-
ing site required for bHLH-dimer binding has not been deter-
mined. Examination of three dimensional bHLH–DNA struc-
tures shows binding outside the E-box by each bHLH mono-
mer.[24, 27] This binding could both target certain flanking se-
quences and expand the DNA binding site. A number of
assays have been used to determine the preferred binding site
for bHLH dimers.[29, 30, 38, 39] These assays target the composition
of the E-box flanking sequences and show divergent length re-
quirements. In some cases, the two outer bases seem to be im-
portant; however, it has also been suggested that as many as


five bases outside of the E-box
are necessary for high-affinity
binding.[29] These studies, while
inconclusive, suggest that the
minimal binding sequence for a
bHLH dimer extends beyond the
six base pairs of the E-box.


In order to determine the min-
imal DNA sequence for bHLH-
dimer binding, E12 and TAL1
were allowed to homodimerize
or heterodimerize and then bind
to a library of double-stranded
DNA fragments that differed suc-
cessively in length by one base
pair.[40] This DNA library included
oligonucleotides that contained
parts or all of the kE2 E-box and
flanking sequences. Only DNA
fragments containing the neces-
sary elements for bHLH-dimer
binding are selected and bound
in this assay. The selection ex-
periment was performed at lim-
iting protein concentrations—
where less than 50 % of the DNA
was bound—in order to select
for DNA sequences containing
high-affinity binding sites. Libra-
ries were generated from either
the top or bottom strand DNA
templates; this enabled the de-
termination of flanking bases im-
portant for DNA binding both 5’
and 3’ to the E-box, respectively
(Figure 2). Selected DNA frag-
ments from each library were
then separated and identified
under denaturing sequencing
gel conditions (Figure 4). Indi-
vidual bands correspond to a
unique DNA fragment and are
represented by the last incorpo-


rated base. Quantitation of individual bands allowed for graph-
ical analysis of the binding data (Figure 5). Values for the natu-
ral log of [DNABound]/[DNATotal] were plotted as a function of the
last incorporated base. Values that are significantly negative
correspond to DNA fragments that do not contain a full E-box
and necessary flanking sequences. These are represented on
the right side of each graph as the length of the DNA frag-
ments decreases from left to right. A characteristic dip in the
beginning of the graphs corresponds to longer DNA fragments
that are under-represented in the unbound lanes due to an in-
crease in binding of these longer DNA fragments. Analysis of
the data for the E12 homodimer shows that binding of this
dimer is influenced by two base pairs flanking the 3’ side of
the E-box and only one base pair flanking the 5’ side of the E-


Figure 2. Oligonucleotides used in this study. E-boxes are underlined and shown in boldface letters. Dashed lines indi-
cate additional bases not shown that correspond to bases indicated in kE2 DNA sequence. The sequences are illus-
trated so as to allow for emphasis on important flanking sequences. Oligonucleotides are represented 5’ to 3’ on
the top strand oligonucleotide and the complimentary oligonucleotide represented 3’ to 5’. Positions indicated by a
“� number” indicate the number of bases 5’ from the E-box on the top strand. Positions shown by a “ + number” in-
dicate the number of bases 5’ from the E-box on the bottom strand.
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box. Analysis of the data for the E12–TAL1 heterodimer shows
that the binding of this dimer is also influenced by two base
pairs flanking the 3’ side of the E-box and only one base pair
flanking the 5’ side of the E-box. The minimal binding do-
mains, 5’-GCCACCTGC-3’, determined for both homodimer–
and heterodimer–DNA complexes, have an asymmetric se-
quence with 5’ overhangs on either side of the E-box. The re-
quirement of additional bases outside the E-box for both the
E12 homodimer and the E12–TAL1 heterodimer is consistent
with earlier studies suggesting that protein–DNA contacts
occur outside the E-box.[24, 27]


Figure 3. A) EMSA of E12 homodimer binding to kE2 DNA oligonucleotide. The Kd was determined to be 11.5 nm. B) EMSA of E12–TAL1 heterodimer binding to kE2
DNA oligonucleotide in the presence of 75 nm TAL1. The Kd was determined to be 2.4 nm.


Table 1. Dissociation constants of the E12 homodimer bound to DNA oligo-
nucleotides of varying sequences. Only the E-box and flanking sequences
are shown for the top strand (5’–3’). E-boxes are indicated by bold typeface
and underlined. Columns with N/A are shown for DNA oligonucleotides
unable to bind E12 homodimer. The apparent Kds and standard deviation
for at least three determinations are given.


Oligo E-box and flanking E12–E12 [nm]


A kE2 -GCCACCTGCC- 11.5�0.4
“wild-type”


B ET1 -AACAGATGGT- 10.7�0.3
TAL1 preferred


C E12HDU1 -GUCACCTGCC- 12.7�0.4
uracil in �1 position


D E12HDU3 -GCCACCTGAC- 13.2�0.7
uracil in + 1 position


E E12HDU5 -GUCACCTGAC- 12.0�0.2
uracil in both


F E12HDC1 -CCCACCTGCC- 26.4�1.5
cytosine in �2 pos.


G E12HDC3 -GCCACCTGCG- 23.2�1.4
cytosine in +2 pos.


H E12HDC5 -CCCACCTGCG- 28.4�0.5
cytosine in both


I E12HDT1 -TCCACCTGCC- 25.1�2.0
thymine in �2 pos.


J E12HDT3 -CCCACCTGCA- 20.7�1.3
thymine in +2 pos.


K E12HDT5 -TCCACCTGCA- 21.6�1.2
thymine in both


L E12UP1 -GTCACCTGCC- N/A
thymine in �1 pos.


M E12D1 -GCCACCTGAC- N/A
thymine in +1 pos.


N ETUP1 -ATCAGATGGT- N/A
thymine in �1 pos.


O ETD1 -AACAGATGAT- N/A
thymine in +1 pos.


Table 2. Dissociation constants (Kd) of the E12–TAL heterodimers bound to
DNA oligonucleotides of varying sequences. Only the E-box and flanking se-
quences are shown for the top strand (5’–3’).


Oligo E-box and flanking E12–TAL1 [nm]


A kE2 -GCCACCTGCC- 2.4�0.3
“wild-type”


B ET1 -AACAGATGGT- 1.0�0.2
TAL1 preferred


C E12HDU1 -GUCACCTGCC- 1.5�0.2
uracil in �1 position


D E12HDU3 -GCCACCTGAC- 1.7�0.2
uracil in +1 position


E E12HDU5 -GUCACCTGAC- 2.2�0.2
uracil in both


F E12D1 -GCCACCTGAC- N/A
thymine in +1 pos.


G ETUP1 -ATCAGATGGT- N/A
thymine in �1 pos.


H ETD1 -AACAGATGAT- N/A
thymine in +1 pos.
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Role of E-box-flanking sequences in dimerization and DNA
binding


Quantitative EMSAs were used to measure binding constants
for either the E12 homodimer or the E12–TAL1 heterodimer
with E-box oligonucleotides of differing flanking sequences. An
E-box “half site” showing preferential binding to a TAL1 mono-
mer has previously been determined to be 5’-AACAGATGGT-3’,
with the E-box underlined and the preferred half site for TAL1
being 5’-ATG-3’.[30] The E12–TAL1 heterodimer binds to an E-
box sequence without the preferred half site, with an observed
dissociation constant of 2.4�0.3 nm, while the same complex
yields a dissociation constant of 1.0�0.2 nm for an E-box se-
quence with the preferred half site (row B in Tables 1 and 2).
The E12 homodimer showed comparable affinity for both DNA
sequences, with Kds of 10.7�0.3 nm for the preferred se-
quence and 11.5�0.4 nm for the kE2 binding sequence. There-
fore, the preferred TAL1 sequence does not show discrimina-
tion between E12 homodimer binding and E12–TAL1 hetero-
dimer binding.


The role of flanking base pairs in binding affinity for both
the E12 homodimer and the E12–TAL1 heterodimer was exam-
ined next. The convention 5’�1 denotes the base position one
base from the 5’ end of the E-box, and 5’�2 denotes the base
two bases 5’ to the E-box. The presence of a thymine base at
5’�1, on the top or bottom strand of either the kE2 E-box or
the TAL1-preferred E-box sequence, inhibited DNA binding
with protein concentrations of up to of 150 nm (Figure 6 A).
Interpretation of results with protein concentrations above
150 nm was not possible due to multiple binding complexes,
determined by smearing and supershifiting of the DNA. Substi-
tution of uracil for thymine in either the 5’�1 position of the
top or bottom strand restores DNA binding of both dimer
complexes; this indicates that the thymine methyl group inter-
feres with DNA binding for both the E12 homodimer and E12–
TAL1 heterodimer. Binding affinities measured for the E12
dimer complex to uracil containing oligonucleotides mirror
binding affinities previously obtained with the kE2 oligonucleo-
tide (see rows C, D, and E in Table 1). Additionally, binding af-
finities measured for the E12–TAL1 dimer complex to uracil-
containing oligonucleotides were also consistent with binding
affinities obtained for the kE2 oligonucleotide (see rows C, D,
and E in Table 2).


Arginine contacts from a bHLH monomer to bases flanking
the E-box have been observed in both the E47 and MyoD crys-
tal structures.[24, 27] A water-mediated hydrogen bond between
the d amino group of this arginine and the N7 of adenine at
5’�2 has been suggested to facilitate DNA binding. The role of
N7 in the purine ring, found in either adenine or guanine at a
position two bases removed from the E-box, was then assayed.
The flanking sequences were probed by determining the bind-
ing affinities of the E12 homodimer for oligonucleotides with
either a cytosine (see rows F, G, and H in Table 1) or thymine
(see rows I, J, and K in Table 1) at 5’�2. The observed dissocia-
tion constants revealed a twofold decrease in DNA-binding af-
finity for the E12 homodimer with this substitution.


Figure 4. A) Sequencing ladder of bound and unbound DNA for E12 homodi-
mer titrations with two DNA libraries. Lanes 1–5 correspond to DNA fragments
from a top-strand library while lanes 6–9 correspond to DNA fragments from a
bottom-strand library (Figure 2). The E-box is indicated with a box. Lanes 1, 5,
and 9 correspond to DNA fragments in the unbound fractions. Lanes 2, 3, 4
and 6, 7, 8 correspond to DNA fragments that were able to bind E12 homodi-
mers at varying E12 monomer concentrations ; up to 44 % (lane 2) or as low as
24 % of DNA found to bind (lane 8). B) Sequencing ladder of bound and un-
bound DNA for E12–TAL1 heterodimer titrations with two DNA libraries. Lanes
1–5 correspond to DNA fragments from a top-strand library and lanes 6–10
correspond to DNA fragments from a bottom-strand library (Table 1). The E-box
is indicated with a box. Lanes 5 and 9 correspond to DNA fragments in the un-
bound fractions while lanes 1 and 10 correspond to total input DNA. Lanes 2,
3, 4 and 6, 7, 8 correspond to DNA fragments that were able to bind E12 ho-
modimers at varying E12 monomer concentrations ; up to 28 % (lane 6) or as
low as 16 % DNA was found to bind (lane 8).
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Oligonucleotides flanked with
cytosine or thymine at 5’�2
were also assayed with E12 in
the presence of TAL1 under con-
ditions in which E12–TAL1 het-
erodimers were previously ob-
served. However, even in the
presence of TAL1, only E12 ho-
modimers were observed with
dissociation constants similar to
that of the E12-only titrations
(Figure 7, and Table 3). The ab-
sence of E12–TAL1 heterodimers
indicates a decreased ability of
the TAL1 monomer to bind an E-
box with either cytosine or thy-
mine at 5’�2. Thus, the presence
of either a guanine or adenine
two bases 5’ to the E-box is im-
portant for high-affinity binding
of the E12 homodimer and the
E12–TAL1 heterodimer.


Role of arginine, R557, in DNA
binding assessed by using
amino acid analogues


Since DNA contacts outside the
E-box are mediated though an
arginine residue, R557, located
within the basic helix,[24] the role
of this amino acid residue in


binding affinity for both the homo- and heterodimer was ex-
amined. E12 was synthesized by using solid-phase peptide syn-
thesis and resin-splitting methods, which allowed the genera-
tion of both wild-type and E12 with unnatural amino acid sub-
stitutions in parallel. In this synthesis, R557, was substituted
with either ornithine or citruline (Table 4). E12 protein titrations


Figure 5. Graphical analysis of bands from Figure 3 for both the E12 homodimer and the E12–TAL1 heterodimer. The
E-box is underlined. In both cases the full-length DNA oligonucleotide is the first data point and the DNA fragments
become shorter as the graph progresses left to right. & corresponds to data points for the E12 homodimer, while ^


corresponds to data points for the E12–TAL1 heterodimer. Arrows indicate base endpoints obtained from each of the
curves. A) This graph shows binding reactions carried out with a bottom-strand library. The data indicate that two
base pairs flanking the 3’ end of the E-box on the bottom strand contribute to DNA binding of both the E12 homo-
dimer and the E12–TAL1 heterodimer. A) This graph shows binding reactions performed with a top-strand library. The
data indicate that only one base pair flanking the 3’ end of the E-box on the top strand are necessary for DNA binding
of both the E12 homodimer and the E12–TAL1 heterodimer.


Figure 6. A) EMSA of the E12 homodimer bound to the TAL1 prefer-
red DNA oligonucleotide. Titration of the protein to a concentration
of 150 nm induces binding greater than one dimer–DNA complex.
The smearing of the DNA in this lane indicates more than one
bound species, characteristic of nonspecific DNA binding. B) EMSA of
E12 homodimer titration identical to the one observed in (A). In this
case the DNA oligonucleotide, E12UP1, contained a thymine base
upstream of the E-box in the first flanking base position. No binding
was observed until 150 nm where a smeared lane indicates the pres-
ence of unspecific DNA–protein binding.


Figure 7. These EMSAs illustrate the difference in migration of the two dimer–DNA com-
plexes. Lanes 1 to 8 are an EMSA in which only E12 homodimers are observed in the pres-
ence of excess TAL1 (150 nm). Lane 1 is DNA only. Lanes 2–8 are E12 monomer titrations
to an oligonucleotide, E12HDT1, that contains a thymine base two flanking bases 5’ to the
E-box (Table 1). The presence of this thymine base inhibits E12–TAL1 heterodimer formation
and only E12 homodimers are observed. Lane 9 is from an EMSA titration to kE2, wild
type, DNA oligonucleotide. TAL1 concentration is in excess, 150 nm, and E12–TAL1 hetero-
dimers are observed. E12–TAL1 heterodimers migrate slower in the acrylamide gel allowing
for separation of the two dimer–DNA complexes.
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with DNA oligonucleotides yielded no protein binding by
either the E12–ornithine or the E12–citruline proteins when
using protein concentrations of up to 1 mm. This suggests at
least a 100-fold loss in binding affinity by these substitutions.
Acetylating the ornithine side chain did not restore binding.
These results suggest an important role of the charge and hy-
drogen-bonding capability of the arginine guanidino group in
mediating DNA binding (Figure 8).


Discussion


Our studies demonstrate synthetic access to members of each
of the major classes of bHLH DNA binding domains and shed
new light on the mechanisms of dimerization specificity
amongst bHLH proteins. Our synthetic DNA-binding domains
exhibit affinities for their respective DNA targets that are com-
parable to those obtained with full-length recombinant pro-
teins. The minimal binding domain determined in this study
showed a DNA sequence that extended beyond the E-box by
two base pairs and the importance of these flanking sequen-
ces in dimerization specificity. The molecular basis for homodi-


merization and heterodimerization among the bHLH proteins
must originate within the amino acid sequences of these pro-
teins. An asymmetric binding pattern is observed in the E47
homodimer structure when bound to the E-box, 5’-AA
CACCTGGC-3’, with the E-box underlined. An arginine within
the basic helix of one E47 monomer makes a contact outside
of the E-box to the adenine at position 5’�2 to the E-box
(Figure 9). Additionally, selection studies on bHLH–DNA com-
plexes reveal a discrimination against thymine at a 5’�1 posi-
tion. In order for an arginine in the basic helix of an E47 mono-
mer to make contacts with the adenine two bases outside the
E-box, the side chain of arginine must stretch across the first
flanking base. Binding assays of both the E12 homodimer and
the E12–TAL1 heterodimer revealed an inability of either com-
plex to bind DNA when thymine was located 5’�1 to the E-
box. The substitution of uracil in this position completely re-
stores high-affinity binding; this indicates that the thymine
methyl group inhibits the correct orientation of the arginine
side chain.


The arginine responsible for making contacts outside the E-
box is strictly conserved in all bHLH proteins but is absent in
bHLHZip. Comparison of structures between Max, a bHLHZip,
and E47 (another class A bHLH), reveal a different DNA-binding
pattern.[41] While E47 makes contacts outside the E-box, Max
does not. Binding affinities are 1.3 nm for the Max homodimer,
270 pm for the Max–Myc heterodimer, and 160 nm for the Myc
homodimer to a DNA sequence 5’-GCCACGTGAC-3’.[42] The
presence of an adenine immediately 3’ to the E-box positions
a thymine on the bottom strand 5’ to the E-box, a position
earlier determined to interfere with bHLH–DNA binding.


A water-mediated contact between the conserved arginine
in the basic helix of bHLH proteins (R557 in E12) and the N7 of
adenine 5’�2 was observed in the E47 and MyoD struc-
tures.[24, 27] Substitution of guanine for this adenine did not de-
crease binding affinities of either the E12 homodimer or the
E12–TAL1 heterodimer complex. Substitution of cytosine or
thymine for adenine decreased E12 homodimer binding two-
fold. No E12–TAL1 heterodimer binding was observed in titra-
tions of E12 with excess TAL1 to oligonucleotides containing


Table 3. Dissociation constants (Kd) of the E12 homodimers bound to DNA
oligonucleotides of varying sequences in the presence of excess TAL1. Only
the E-box and flanking sequences are shown for the top strand (5’–3’) oligo-
nucleotide.


Oligo E-box and flanking E12–E12 [nm]


A E12HDC1 -CCCACCTGCC- 18.2�1.4
cytosine in �2 pos.


B E12HDC3 -GCCACCTGCG- 21.2�1.5
cytosine in +2 pos.


C E12HDC5 -CCCACCTGCG- 20.1�1.0
cytosine in both


D E12HDT1 -TCCACCTGCC- 27.7�2.5
thymine in �2 pos.


E E12HDT3 -CCCACCTGCA- 25.6�2.5
thymine in +2 pos.


F E12HDT5 -TCCACCTGCA- 20.5�1.4
thymine in both


Table 4. Unnatural amino acid substitutions for R557 in E12. The side-chain
structures of arginine, ornithine, citruline, and acelylated ornithine are
shown. For all DNA-binding experiments, the kE2 DNA oligonucleotide was
used.


Amino acid Side chain DNA binding


A arginine 3.0 nm


B ornithine >150 nm


C acetylated ornithine >150 nm


D citruline >150 nm


Figure 8. Cartoon illustration of the basic helix and helix one of two bHLH
monomers bound to DNA sequence kE2. The arginine residue conserved in all
bHLH proteins and shown to bind outside the E-box is shown in magenta. This
arginine stretches across the 5’�1 position to make base specific and phos-
phate backbone contacts with the 5’�2 base.
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cytosine or thymine in place of adenine. Instead, only E12 ho-
modimer binding is observed. In the crystal structure of E47,
only one monomer is observed to make this base-specific con-
tact through arginine to adenine while the other monomer
makes only phosphate contacts with the DNA outside the E-
box.[24] Substitution of cytosine or thymine on only one side of
the E-box decreased DNA binding. This was comparable to
substituting cytosine or thymine in both positions. The struc-
ture of E47 is a static representation of the structure, and it is
likely that in solution there is a contribution from both mono-
mers that make contacts to the purine ring of either adenine
or guanine.


The guanidino side chain group of the conserved arginine
residue was shown to be important for DNA binding.[24] Muta-
genesis of this arginine residue (R557 in E12) interfered with
DNA binding. This further suggests the importance of a specif-
ic protein–DNA contact outside the E-box sequence. Examina-
tion of the bHLHZip protein sequences showed no conserved
arginine residue in a position comparable to the bHLH pro-
teins. The high affinity of bHLHZip complexes for DNA and the
absence of the conserved arginine responsible for DNA con-
tacts outside the E-box reveal a different binding pattern for
bHLHZip proteins compared to bHLH proteins.


E12 homodimers are able to bind an E-box with cytosine or
thymine at 5’�2, albeit with a twofold decrease in affinity. An
extra helical turn located at the end of helix one in E12 ex-
tends the dimer interface between two E12 monomers as well


as providing a salt bridge. E47
has also been shown to be able
to bind DNA sequences with a
thymine at position 5’�2.[28] This
study compared qualitative
binding of the E47 homodimer
to E-boxes found in both the
IgH gene enhancer, m1–m5, and
in the Ig kappa chain enhancer,
kE1-kE3. The binding of E47
to the kE2 sequence, 5’-
GCCACCTGCC-3’, was not com-
peted by the addition of mE1,
5’-GTCAAGTGGC-3’, or mE3, 5’-
GTCATGTGG-3’; both sequences
contain a thymine in the first
flanking position. However, the
binding of E47 was competed
by the addition of mE5, 5’-
TGCAGGTGTT-3’, which contains
a thymine in the second position
flanking the E-box.


The ability of bHLH dimers to
discriminate against DNA bind-
ing based on the presence of
base pairs flanking the E-box af-
fords the transcriptional process
another level of regulation
(Figure 9). Additionally, the ex-
tension of the E-box into a ten-


base-pair sequence decreases the number of available sites.
The regulation of dimer formation on the DNA by both the se-
quence of the inner two nucleotides and the flanking sequen-
ces allows an E-box to specifically target a dimer pair, thereby
activating specific genes. The spatial and temporal expression
of both the tissue-specific bHLH and inhibitory HLH proteins,
in addition to the higher affinity of a heterodimer complex to
DNA, ensures that expression of class B bHLH proteins guaran-
tees the formation of heterodimer complexes. However, the
introduction of an E-box sequence capable of preferentially
binding a class A homodimer complex in the presence of
class B bHLH proteins, targets that E-box for class A homodim-
ers exclusively. Additionally, E-boxes can discriminate between
binding of bHLH dimers and bHLHZip proteins.


Experimental Section


Synthesis of E12 and TAL1: The bHLH domain of E12 (amino acids
549–607)[28] (Figure 1 a) was manually synthesized by using step-
wise solid phase peptide synthesis (SPPS). In situ neutralization
BOC chemistry protocols were followed according to Schnolzer
et al. and p-methylbenzhydrylamine (MBHA) resin was used leaving
an amide at the C terminus.[37] Synthesis was carried out for a
0.2 mmol scale by using 1.1 mmol of each Boc-amino acid to
couple. Each amino acid was converted into active esters by
using 2-(1-H-benzotriazol-1-yl)-1,1,3,3-tetramethyluronium (HBTU,
1.0 mmol), in DMF (0.5 m) and an excess (0.5 mL) of diisopropyl-
ethylamine. Coupling times averaged 15 min for each activated


Figure 9. Schematic of transcriptional regulation imparted through the DNA sequence. In this network, class A, B, and
C bHLH proteins are binding to the E-box and flanking sequences shown to be targeted by these specific dimers in
vivo. DNA bases within and flanking the E-box that are responsible for specifying dimer binding are shown by arrows.
Class A bHLH homodimers preferentially bind over class A–class B heterodimers to E-box flanking sequences contain-
ing a cytosine or thymine, arrow 1. Class C dimers preferentially bind over both class A homodimers and class A–
class B heterodimers to E-box sequence flanking sequence containing a thymine, arrow 2. Class A homodimers and
class A–class B heterodimers preferentially bind over class C dimers to the E-box sequence with varying sequence of
the inner two nucleotides, while class C dimers are restricted by the inner base sequences, arrow 3. Both class A homo-
dimers and class A–class B heterodimers are inhibited by the class D proteins. Small changes in binding affinities can
have profound consequences for the ultimate read-out of transcriptional responses.
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amino acid with a longer coupling time (45 min) for the first amino
acid. Due to the large amount of glutamine residues in both TAL1
and E12, dichloromethane (DCM) washes were preformed before
and after treatment with trifluoroacetic acid (TFA).[37] Coupling
times were increased (30 min) for residues directly proceeding glu-
tamines to allow for resin swelling as well as amino acid coupling.
Only one amino acid, Cys 576, seemed to continually present cou-
pling problems. This reside is at the end of helix 1 and is incorpo-
rated after a glutamine half way through the synthesis. Proteins
containing this cysteine deletion were cleanly separated from
product on the reversed-phase high-performance liquid chroma-
tography (RP-HPLC).


The bHLH domain of TAL1 (amino acids 185–244)[43] (Figure 1 b)
was also prepared on MBHA resin. The synthesis of TAL1 mirrored
E12 in conditions and scale. TAL1 does not contain any cysteine
residues and had no problematic couplings.


Analogues of the bHLH domain of E12 were synthesized by using
a resin-splitting method. In this method, synthesis of E12 on MBHA
resin was carried out as usual until the residue C-terminal to argi-
nine, R557, was coupled. After coupling of E558 the resin was split
into three separate reaction vessels. Each aliquot of resin was then
deprotected with TFA followed by a DMF wash. In one vessel, argi-
nine was coupled for wild type E12, and in another vessel ornithine
was coupled, and in the last vessel citruline was coupled. Each of
these couplings was allowed to proceed for 30 min. After coupling,
the synthesis was carried out in each vessel as for wild-type E12.
These three proteins were then cleaved and purified as outlined
below. The typical yield from each synthesis was roughly 10 %.


Cleavage and purification: The N terminus was acetylated on E12
and TAL1 prior to cleavage from the resin. Cleavage from the resin
was carried out in anhydrous HF for 1.5 h at 4 8C in the presence
of p-cresol (4 % v/v), which acted as a scavenger. Following cleav-
age, peptides were precipitated with ice-cold ether and dissolved
in acetic acid (50 % v/v). Synthetic product polypeptides were puri-
fied by semipreparative RP-HPLC by using a linear gradient of 30–
60 % buffer B (90 % acetonitrile, 0.1 % TFA in H20) over 60 min at a
flow rate of 10 mL min�1. Fractions were analyzed by electrospray
ionization mass spectrometry (PE Sciex API-III). Peptide masses
were calculated from the experimental m/z from all of the ob-
served protonation states of the peptide. Fractions with the correct
mass were pooled and lyophilized.


Protein folding : Pure lyophilized material of E12 and TAL1 was dis-
solved in 50 % acetic acid. A Pharmacia PD-10 column was then
used to separately exchange both proteins into storage buffer
(20 mm Hepes, pH 6.8, 25 mm ammonium sulfate, 100 mm KCl,
1 mm EDTA). Protein fractions were collected and in all cases the
proteins were eluted from the size exclusion columns before either
guanidine (6 m) or acetic acid (50 % v/v). Fractions containing pro-
tein were determined by using Bio-Rad protein stain. These frac-
tions were then centrifuged to pellet-aggregated protein and the
supernatants pooled. 100–150 nmol was then removed for amino
acid analysis. DTT (10 mm) and glycerol (10 % v/v) were added to
each sample. These samples were then dispensed into aliquots
and stored at �80 8C. All protein concentrations were determined
by amino acid analysis carried out by AAA Laboratories (Seattle
WA).


DNA labeling : The oligonucleotides used for gel shift assays were
obtained from Genosys Biotechnologies, Inc. The “wild type” oligo-
nucleotide sequence used was based on the immunoglobulin
kappa chain enhancer with the E-box underlined.[28] The sequence
of the top strand is: 5’-TCGAACTGGCCACCTGCCTGGATC-3’


(Figure 1). Complimentary single-stranded oligonucleotides were
labeled with [c-32P] ATP in kinase buffer (70 mm Tris-HCl pH 7.6,
10 mm MgCl2, 5 mm DTT) with 10 units of polynucleotide kinase at
37 8C for 1.5 h. Oligonucleotides were then precipitated in 2.5 m


ammonium acetate, 20 mg glycogen, and 4 volumes of ethanol. La-
beled oligonucleotides were then resuspended in annealing buffer
(100 mm Tris-HCl pH 7.6, 10 mm MgCl2). Complimentary labeled oli-
gonucleotides were annealed as follows: 3 min at 95 8C, 10 min at
70 8C, 10 min at 37 8C, and 10 min at ambient temperature. Labeled
double-stranded oligonucleotides were separated from single-
stranded oligos on a 15 % nondenaturing polyacrylamide gel.
Double-stranded oligonucleotides were then eluted from the poly-
acrylamide gel, overnight at 37 8C. Purified labeled double-stranded
oligonucleotides were resuspended in TE and stored at �20 8C.


Electrophoretic mobility shift assays (EMSA): Radiolabeled
double-stranded oligonucleotides were equilibrated in the binding
buffer (20 mm Hepes, pH 8, 100 mm KCl, 1 mm EDTA, 5 % glycerol,
and 0.01 % NP40). DNA concentrations used ranged from 30–
60 pm. For protein titrations, serial dilutions of protein stock so-
lution were equilibrated with the DNA in assay buffer and bovine
serum albumin (BSA, 2.5 mg mL�1) for 30 min at ambient tempera-
ture in 20 mL aliquots. Samples were then loaded onto 10 % non-
denaturing polyacrylamide Bio-Rad minigel and run for 25 min at
125 V cm�1 in Tris-borate buffer (88 mm), pH 8.3. E12 was titrated
as above.


E12–TAL1 titrations were carried out in two different ways. TAL1, in
dilution buffer (20 mm Hepes, pH 6.8, 25 mm ammonium sulfate,
100 mm KCl, 1 mm EDTA, 0.01 % NP40), was equilibrated with the
DNA for 30 min. TAL1 concentration was held constant. E12, also
diluted into the same buffer, was titrated into the TAL1–DNA com-
plex and also allowed to equilibrate for 30 min. Alternatively, E12
was diluted and titrated with the DNA and allowed to equilibrate
for 30 min, TAL1 was then added to each sample in a constant
concentration and equilibrated for 30 min. No difference was ob-
served when either TAL1 or E12 was added to the DNA first ; there-
fore, in the presented data E12 was equilibrated with DNA and
then TAL1 was added.


Radioactivity in a given band was quantitated with a Molecular
Dynamics Phosphoimager System by using ImageQuant software.
Quantitated data were plotted as fraction DNA bound versus total
titrated monomer E12 protein concentration.


Apparent dissociation constants were determined with the follow-
ing equation by using KaleidaGraph software:


f ¼ ½P�n
½P�n þ K d


n


where n is the cooperativity coefficient, Kd is the apparent dissoci-
ation constant, [P] is the monomer concentration of E12, and f is
the fraction of DNA bound. All dissociation constants reported
herein are the average of several determinations, and standard
deviations are given.


Primer extension assay: DNA templates were designed to contain
the kE2 E-box and flanking sequences (Figure 2). Complementary
15 base primers were designed to bind to these oligonucleotides
at the 3’ ends. These DNA fragments and primers were obtained
from Genosys Biotechnologies, Inc. The primers were purified by
RP-HPLC and the DNA templates desalted. Primers were labeled
with [c �32P] ATP. Labeled primers were then resuspended in TE
buffer.


112 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 104 – 113


J. M. Gottesfeld, P. E. Dawson, A. C. Beltran



www.chembiochem.org





Labeled primers (2 pmol mL�1) were annealed to the templates
(5 mg mL�1) in Sequenase buffer (40 mm Tris-HCl, pH 7.5, 20 mm


MgCl2, 5 mm NaCl) for 5 min at 95 8C, 1 min at ambient tempera-
ture and then transferred to ice. Annealed primer was extended 5’
to 3’ in the above buffer, which contained each dNTP (33 mm),
each ddNTP (3 mm), DTT (10 mm), and 2.0 units of Sequenase (USB
Sequenase v. 2.0). This extension was allowed to react for 10 min
at 37 8C. The DNAs were then precipitated with ethanol and DNA
fragments were resuspended in TE buffer and stored at �20 8C.


EMSAs were used to separate the DNA–protein complexes and un-
bound DNA from the primer-extension generated DNA library.
EMSA conditions for the binding were the same as outlined before
with the exception that the reactions were run by using total DNA
concentration of approximately 0.014 pmol per 20 mL reaction. E12
homodimers or E12–TAL1 heterodimers were allowed to bind the
double-stranded DNA libraries and then separated on a 10 % non-
denaturing polyacrylamide gel run for 1.5 h at 223 V cm�1. To deter-
mine the percentage DNA bound, radioactivity in a given band
was quantitated with Molecular Dynamics PhosphorImager by
using ImageQuant software. Bands corresponding to complexed
and uncomplexed double-stranded DNAs were excised and soaked
overnight at 37 8C in SDS stop buffer (25 mm Tris-HCl, 250 mm


NaCl, 12.5 mm EDTA, and 0.05 % SDS). The DNA fractions were
then purified by phenol extraction (twice), ethanol precipitation,
and resuspended in TE.


Loading buffer (95 % formamide, 20 mm EDTA, 0.05 % bromophe-
nol blue, and 0.05 % xylene cyanol) was added to the DNA samples
from above. These were then incubated for 3 min at 70 8C and
loaded onto a prerun (1500 V cm�1) 12 % denaturing polyacryl-
amide sequencing gel and resolved for 2.5 h (Figure 4). Radioactivi-
ty in each band was quantified as before. These data were then
plotted as the natural log of the ratio between bound and total
DNA to the nucleotide position for chain termination (Figure 5).


ln


�
DNAbound


DNAtotal


�
¼ 0


indicates that the base pair is not required for binding. The more
negative the number the greater the requirement for that base
pair.
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Direct Observation of Anion-Mediated
Translocation of Fluorescent Oligoarginine
Carriers into and across Bulk Liquid and Anionic
Bilayer Membranes
Naomi Sakai,*[a] Toshihide Takeuchi,[b] Shiroh Futaki,[b, c] and Stefan Matile*[a]


Introduction


Guanidinium cations of oligoarginines bind very tightly to
counteranions.[1, 2] In clear contrast to the situation with ammo-
nium cations in oligolysines (intrinsic pKa�10.5), the intrinsic
pKa�12.5 of the guanidinium cation in oligoarginines is too
high to allow partial deprotonation at pH 7 to minimize charge
repulsion between proximal cations. Therefore, the thermody-
namic stability of complexes between oligoarginines and their
scavenged counteranions is expected to be high compared to
that of monomeric guanidinium–anion complexes,[1–4] whereas
their kinetic stability (i.e. , the possibility of ion exchange)
should not differ much. There is no doubt that the counterions
of oligoarginines influence, if not determine their various, intri-
guing and significant functions in biomembranes. Because of
rapid ion exchange, counteranion-mediated function is, how-
ever, a dynamic, adaptable phenomenon that is difficult to
characterize and therefore often ignored.


Elaborating on the concept of counterion-mediated func-
tion, we recently found that there is no problem dissolving
polyarginine–anion complexes in solvents as hydrophobic as
chloroform as long as a synergistic mixture of hydrophilic and
amphiphilic anions is present.[1] We further found that the
same, deceivingly hydrophilic polycation can mediate the
translocation of anions across bulk and lipid-bilayer mem-
branes under comparable conditions.[1] These results suggested
that counteranions of guanidinium-rich oligo-/polymers cannot
be ignored in the context of, for example, the translocation of
cell-penetrating peptides (CPPs)[1, 5–29] or voltage gating[30–32]


and selectivity[2] of ion channels and pores. However, extrapo-
lation of these findings with polyarginines to the function of
biologically relevant oligoarginines was not straightforward as,
in the former case, polyarginine was indirectly detected by
bound reporter anions such as carboxyfluorescein. To gain in-
sight into the importance of counterions for the function of
oligoarginines, herein we explore anion-mediated phase trans-


fer of covalently fluorescein-labelled oligoarginines of biologi-
cal relevance, that is, octaarginine as one of the most efficient
and typical oligoarginine CPPs (FL-R8), and its longer version,
the arginine 16-mer (FL-R16) (Figure 1).


It has recently been suggested that endocytosis contributes
to the cellular uptake of oligoarginine CPPs such as fluorecein-
labelled FL-R8 and FL-R16.[7, 23] However, a nonendocytotic path-
way has not been completely excluded as an internalization
pathway as shown, for example, in the internalization of CPPs
at 4 8C[17, 24, 25, 27] as well as substantial voltage-dependence in
model vesicles[9] and, remarkably, also in cells.[14b] In addition,
even when delivered into cells by endocytosis, CPPs still have
to cross the endosomal membranes to serve as bioactive mole-
cules in the cells, and this mechanism is still unclear. Consider-
able differences in the manner of cellular uptake and cytosolic
release between the arginine 9-mer and 15-mer have also
been pointed out.[19]


Focusing on the concept of anion-mediated function, we
here report that oligoarginines can be transferred almost com-
pletely from water into chloroform in the presence of amphi-
philic anions like egg-yolk phosphatidylglycerol (PG), bis(2-eth-
ylhexyl) sulfosuccinate sodium salt (AOT), cholesterol sulfate
(CS) or monomeric sodium dodecylsulfate (SDS; Figure 1 C).[27]
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The recent hypothesis that counteranion-mediated dynamic in-
version of charge and solubility might contribute to diverse func-
tions of oligoarginines in biomembranes was tested with two
fluorescently labelled oligomers, FL-R8, one of the most active
cell-penetrating peptides, and its longer version, FL-R16. We report
evidence for counteranion-mediated phase transfer from water
into bulk chloroform and anionic lipid-bilayer membranes as well


as reverse-phase transfer from bulk chloroform and across intact
lipid-bilayer membranes into water. The differences found be-
tween FL-R8 and FL-R16 with regard to location in the bilayer and
reverse-phase transfer from bulk and lipid-bilayer membranes
into water implied that the reported results may be relevant for
biological function.
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This phase transfer can be inhibited by hydrophilic polyanions
like heparin[21, 22] and micellar SDS. Counteranion-mediated (sul-
fate, heparin) reverse-phase transfer of PG complexes from
chloroform into water—mimicking the intracellular release
from biomembranes—is possible with (FL-R8)–anion complexes
but not with (FL-R16)–anion complexes. According to shifts in
FL emission, both oligomers preferentially locate near the in-
terface of anionic PG/PC (egg-yolk phosphatidylcholine) vesi-
cles. Biphasic kinetics for removal from PG/PC vesicles with
heparin provide direct evidence for the translocation of intra-
vesicular (FL-R8)–anion complexes but not (FL-R16)–anion com-
plexes across intact spherical bilayers. The conditions for this
direct observation of anion-mediated translocation differ from
the recently reported movement of cationic oligomers into po-
larized vesicles (inside negative) doped with divers anionic
lipids.[9] Support for transmembrane motion under comparable
conditions is available from isothermal calorimetry for Trojan
peptide penetratin,[13] although this situation is somewhat
different.


Results and Discussion


The objective of this study was to obtain insights into the rele-
vance of anion-mediated change in solubility and charge of oli-
goarginine carriers to function. To do so, four distinct phase-
transfer processes were investigated separately with fluores-
cently labelled model oligomers with one of the typical CPPs
(FL-R8) and its longer version (FL-R16), namely:


1) phase transfer from water into bulk chloroform mem-
branes,


2) reverse-phase transfer from bulk chloroform membranes
into water,


3) phase transfer from water into lipid-bilayer membranes,
and


4) reverse-phase transfer from and across lipid-bilayer mem-
branes into water.


Anion-mediated phase transfer of FL-oligoarginines from
water into bulk chloroform membranes


In a biphasic system of 0.4 mL chloroform and 0.4 mL water
containing amphiphilic anions like PG (250 mm), hydrophilic
anions like phosphate (10 mm, pH 7.4) and chloride (100 mm),
anion complexes of fluorescently labelled octaarginine FL-R8


(25 mm) transferred completely into the organic phase (Fig-
ure 1 C). Unambiguous quantification of the FL concentration
in the organic layer by reverse-phase (RP) HPLC failed because
only partial release of the amphiphilic PG counteranions from
(FL-Rn)–anion complexes under these conditions resulted in ex-
tensive peak broadening (Figure 2 C). The less satisfactory anal-


ysis from calibration curves of the FL emission was, however,
unproblematic with aqueous (FL-Rn)–anion complexes. Al-
though the dependence of the emission intensities on the con-
centration of hydrophobic (FL-Rn)–anion complexes diluted in
MeOH was linear, we decided to report relative intensities only
to avoid overinterpretations.


Counteranion-mediated phase transfer of (FL-Rn)–anion com-
plexes from water into chloroform was very fast, nearly com-
plete within 30 min (not shown). To determine the depen-
dence on pH and the nature of the hydrophilic anion in the
aqueous phase, the concentration of PG in the organic phase
was reduced until incomplete transfer was secured. This al-
lowed for the detection of residual FL concentration in the


Figure 1. Anion-mediated transfer of (FL-Rn)–anion complexes. Structures of
A) FL-R8, FL-R16 and B) 2:1 guanidinium/phosphate complex. C) Typical results
of extraction experiments with FL-R8 (25 mm), PG (top, 0.25 mm ; bottom,
0 mm), CHCl3 (0.4 mL), and a buffer (0.4 mL, 10 mm NamHnPO4, 100 mm NaCl,
pH 7.4).


Figure 2. Dependence of anion-mediated phase transfer of (FL-R8)–anion com-
plexes (10 mm) from water into chloroform containing 25 mm PG on A) pH and
B) hydrophilic anions. Results are given as percentage of residual (FL-R8)–anion
complexes in the aqueous layer (10 mm NamHnPO4, A) 100 mm NaCl, B) pH 7.6,
100 mm NaX or 50 mm Na2SO4). C) HPLC of (FL-R8)–anion complexes in buffer
(top) and in bulk chloroform membranes containing PG (bottom); similar re-
sults were obtained with FL-R16.
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water. Anion-mediated phase transfer of (FL-Rn)–anion com-
plexes was nearly independent of pH and hydrophilic anions
(Figure 2 A and B). In all dilution series, transfer efficiency in-
creased until a (FL-Rn)/PG ratio corresponding to a cation/
anion ratio of �2 was reached (Figure 3). This finding was con-
sistent with phase transfer of 2:1 guanidinium–phosphate
complexes (Figure 1 B).[34] Stoichiometric association at various
concentrations was implicative of a global dissociation con-
stant KD<10�5


m.
Counteranion-mediated phase transfer of (FL-Rn)–anion com-


plexes from water into chloroform depended strongly on the
nature of the amphiphilic counterion (Figure 4). Amphiphilic
carboxylates, such as pyrenebutyrate and stearate were unable
to mediate transfer of (FL-R8)–anion complexes into bulk
chloroform membranes at low (50 mm) and high concentration
(1 mm, not shown). Amphiphilic phosphates and sulfates, how-
ever, mediated complete transfer of (FL-Rn)–anion complexes
at low and high concentrations (PG, AOT, CS). The nearly iden-


tical results obtained with different buffers demonstrated the
negligible effect of hydrophilic anions (Figure 4, filled versus
open bars).


SDS showed the highest activity at intermediate concentra-
tions around 200 mm (Figure 5 A). The bell-shaped concentra-
tion dependence for SDS was indicative of self-assembly of
these active amphiphilic anions into inactive hydrophilic poly-
anions (i.e. , SDS micelles) at high concentration that hinder
rather than mediate phase transfer of (FL-R8)–anion complexes
into bulk chloroform membranes.


Phase transfer of (FL-Rn)–anion complexes from water into
chloroform mediated by amphiphilic anion PG could be partial-
ly inhibited by heparin in the aqueous phase (Figure 5 B). How-
ever, heparin inhibition required high concentrations and did
not reach completion.


Anion-mediated phase transfer of FL-oligoarginines from
bulk chloroform membranes into water


Phase-transferred (FL-Rn)–anion complexes were useful for
studying anion-mediated reverse transfer from bulk chloroform
membranes into water. This unique opportunity to dissect
translocation of (FL-R8)–anion complexes across bulk mem-
branes into two separate events greatly simplified the experi-
ments and the interpretation compared to conventional “U-
tube” experiments.[1, 35] Moreover, the opportunity to gain spe-
cific insights into reverse transfer from bulk membranes into
water was attractive because this situation might simulate in-
tracellular release of oligoarginine carriers from biomembranes,
a process probably of importance with CPPs that is difficult to
separate from other processes in more complex systems.


To study reverse transfer from bulk membranes into water,
nearly 10 mm of (FL-R8)–anion complexes were dissolved in


Figure 3. Dependence of anion-mediated phase transfer of (FL-R8)–anion com-
plexes (filled symbols) and (FL-R16)–anion complexes (open symbols) from water
into bulk chloroform membranes with PG on anion/cation ratio. Results are
given as FL concentration or emission in aqueous (squares) and bulk mem-
brane (circles) with A) FL-R8 (20 mm) and FL-R16 (10 mm) constant, PG varied
(0–150 mm) and B) FL-R8 (1.25–10 mm) and FL-R16 (0.625–6.25 mm) varied, PG
constant (20 mm, nearly the same with 50 mm), all in 10 mm NamHnPO4,
100 mm NaCl, pH 7.4.


Figure 4. Dependence of anion-mediated phase transfer of (FL-R8)–anion com-
plexes (10 mm) from water into bulk chloroform membranes on amphiphilic
anions (50 mm PG, AOT, CS, SDS, pyrenebutyrate, stearate or zwitterionic PC).
Results are given as fluorescence emission intensities of (FL-R8)–anion com-
plexes in aqueous (top down) and chloroform layer (bottom up; 10 mm


NamHnPO4 (filled bars) or Tris (open bars), 100 mm NaCl, pH 7.5).


Figure 5. Inhibition of anion-mediated phase transfer of (FL-R8)–anion com-
plexes (10 mm) from water into bulk chloroform membranes by hydrophilic
polyanions such as SDS micelles and heparin. A) Relative emission of (FL-R8)–
anion complexes (10 mm) in the aqueous (&) and chloroform (*) layers in the
presence of increasing concentrations of SDS (10 mm NamHnPO4, 100 mm NaCl,
pH 7.5). B) Concentrations of (FL-R8)–anion complexes (10 mm) in the aqueous
layer after phase transfer from water (10 mm NamHnPO4, 100 mm NaCl, pH 7.4)
into bulk chloroform membranes (100 mm PG) with increasing heparin concen-
tration.
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chloroform in the presence of 100 mm PG. Then, the original
aqueous layer was replaced by the aqueous solution of interest
and translocation of (FL-R8)–anion complexes from chloroform
to water was determined. Reverse-phase transfer of (FL-R8)–
anion complexes increased with increasing concentration of
heparin in the water phase (Figure 6 A, filled circles). This find-


ing confirmed the possibility of reverse-phase transfer of hy-
drophobic (FL-R8)–anion complexes by counteranion exchange
from amphiphilic PG to hydrophilic heparin. Under the same
conditions, no reverse-phase transfer was found for hydropho-
bic (FL-R16)–anion complexes (Figure 6 A, empty squares). This
difference supported the view that the poor activity of (FL-
R16)–anion complexes as CPPs originates from poor release
from biomembranes.


Counteranion-mediated reverse-phase transfer of (FL-R8)–
anion complexes was not limited to hydrophilic polyanions like
heparin. Consistent with the strong interactions with guanidini-
um cations, sulfate anions showed highest activity among the
evaluated examples of small hydrophilic anions (Figure 6 B).


Anion-mediated phase transfer of FL-oligoarginines from
water into anionic lipid-bilayer membranes


To study the phase-transfer properties of FL-Rn, large unilamel-
lar vesicles (LUVs) composed of PC/PG in a molar ratio of 1:1
were selected as typical model anionic bilayer mem-
branes.[1, 9, 10, 12, 13, 18] Addition of increasing concentrations of PC/
PG LUVs to an aqueous solution of (FL-R8)–anion complexes re-
sulted in immediate quenching. The concentration depend-
ence was indicative of tight binding of (FL-R8)–anion com-
plexes to anionic PG/PC LUVs (Figure 7 A, filled circles).[12] How-
ever, binding to anionic LUVs did not change the emission
maximum of (FL-R8)–anion complexes at 514 nm. As red-shift-
ed emission maxima were observed for (FL-R8)–anion–PG com-
plexes in nonpolar solvents (Figure 7 C), this finding suggested


that (FL-R8)–anion complexes bind to the anionic surface of 1:1
PG/PC-LUVs. This conclusion is not in agreement with the
recent results by Thor�n et al. ; here the location of R7W was
estimated to be 10–11 � from the center of the bilayer.[10] This
difference might, however, originate from the different report-
er groups used. Compared to (FL-R8)–anion complexes, binding
of (FL-R16)–anion complexes to anionic LUVs resulted in in-
creased quenching (Figure 7 A, empty squares) and a red shift
of the FL emission maximum to 520 nm (Figure 7 C). Compari-
son with FL emission in various nonpolar solvents implied that
this red shift corresponded to a dielectric constant e�20 for
the environment of membrane-bound (FL-R16)–anion com-
plexes. This value indicated that (FL-R16)–anion complexes ac-
cumulated near the ester carbonyl groups between the polar
head and hydrophobic core of anionic 1:1 PG/PC-bilayers.[36, 37]


The location of (FL-R8)– and (FL-R16)–anion complexes in 1:1
PG/PC membranes was, therefore, different, the former resting
at the surface and the latter between interface and hydropho-
bic core.


In the presence of increasing concentrations of heparin, the
quenching of emission of (FL-R8)–anion complexes upon addi-
tion of 1:1 PG/PC-LUVs decreased. This suggested that the
binding of (FL-R8)–anion complexes to 1:1 PG/PC-LUVs could
be inhibited by hydrophilic polyanions. The heparin concentra-


Figure 6. Dependence of anion-mediated reverse-phase transfer of (FL-R8)– and
(FL-R16)–anion complexes from bulk chloroform membranes with PG (100 mm)
into water on A) heparin concentration and B) the nature of the hydrophilic
anions. A) 10 mm (FL-R8)–anion complexes (*) or 10 mm (FL-R16)–anion com-
plexes (&), 0–8.25 mm heparin, 10 mm NamHnPO4, 100 mm NaCl, pH 7.4.
B) 10 mm (FL-R8)–anion complex, 10 mm NamHnPO4, pH 7.5 and, from left to
right, 1 m NaCl, 0.5 m Na2SO4, 1 m NaN3 or 1 m NaClO4.


Figure 7. Dependence of anion-mediated phase transfer of (FL-R8)–anion com-
plexes (A : 1 mm, B : 0.1 mm ; *) and (FL-R16)–anion complexes (A: 0.5 mm, B :
0.1 mm ; &) from water into lipid-bilayer membranes [1:1 PG/PC-LUVs] on A) the
concentration of lipids (PG + PC) and B) hydrophilic polyanions in water (hepa-
rin). C) Dependence of the emission maximum of (FL-R8)–anion complexes on
the dielectric constant e of the environment (X = CHCl3, n-butanol, methanol
and water, left to right) with emission maxima of (FL-R8)– and (FL-R16)–anion
complexes (0.1 mm) in 1:1 PG/PC-LUVs (100 mm lipid, *) and e�35 of the inter-
facial membrane domain (dotted vertical line). Buffer : 10 mm NamHnPO4,
100 mm NaCl, pH 7.4.
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tion for 50 % inhibition of membrane binding was IC50 = 0.93�
0.22 mm for (FL-R8)–anion complexes (Figure 7 B, filled circles).
Confirming the stronger and “deeper” binding of (FL-R16)–
anion complexes to 1:1 PG/PC-LUVs, a clearly higher IC50 = 18.3
�2.1 mm was obtained for inhibition by heparin (Figure 7 B,
empty squares).


Anion-mediated reverse-phase transfer of FL-oligoarginines
across intact anionic lipid-bilayer membranes into water


Overall, these findings suggested that the anion-mediated re-
verse-phase transfer of oligoarginines could also be studied
with lipid-bilayer membranes. Specifically, anion-mediated
phase transfer of FL-Rn from water into lipid bilayers would be
reported as a decrease in FL emission, and anion-mediated
reverse transfer of FL-Rn from lipid bilayers into water as an
increase in FL emission (Figure 8). This experiment is similar to
that reported by Matsuzaki et al. , to monitor translocation of
peptides across bilayer membranes.[38, 9]


To test this hypothesis, (FL-R8)–anion complexes were added
to 1:1 PG/PC-LUVs. Phase transfer into the anionic bilayers was
observed as immediate quenching of the FL emission (Fig-
ure 8 A!B). The resulting suspension was incubated for some


minutes to allow (FL-R8)–anion complexes to translocate across
the hydrophobic core to the intravesicular bilayer surface (Fig-
ure 8 B!C). Inward translocation was not visible during the in-
cubation time; however, the feasibility of FL-R8’s moving across
the hydrophobic barrier would be suggested by its ability to
penetrate into bulk chloroform in the presence of PG
(Figure 1): direct detection of anion-mediated CPP transloca-
tion across the membrane is made possible in this assay
during reverse translocation across the membrane to a polyan-
ion (like heparin) in the media (Figures 8 E!F and 9). This re-


verse-phase transfer of (FL-R8)–anion complexes from anionic
bilayers into the media was initiated by the addition of heparin
(Figure 8 D). An immediate increase of FL emission was sugges-
tive of phase transfer of (FL-R8)–anion complexes located at
the outer membrane surface (Figure 8 D!E). The following
slow increase of FL emission implied translocation of (FL-R8)–
anion complexes at the inner membrane surface to the outer
surface and then phase transfer to the aqueous media (Figure
8 E!F). Finally, the vesicles were lysed with triton X-100 for
calibration (Figure 8 F!G). The observed emission intensities
at saturation (about 80 s after heparin addition) were inde-
pendent of the incubation time and nearly identical to that of
aqueous FL-R8–heparin complexes, thus indicative of full re-


Figure 8. Assay for direct observation of anion-mediated reverse-phase transfer
of (FL-R8)–anion complexes from (and across) lipid-bilayer membranes [1:1 PG/
PC-LUVs] into water (top) with representative original curve (bottom). Binding
to the anionic bilayer, detected by immediate quenching (A!B), is followed by
incubation for “invisible” translocation from outer to inner surface (B!C), addi-
tion of heparin (D), heparin-mediated phase transfer from outer (D!E) and
inner surface (E!F), detected by biphasic dequenching, and lysis (G) for cali-
bration. For example, changes in FL emission (a.u. , arbitrary units) as a func-
tion of time during A!G for 2.1 mm 1:1 PG/PC, 10 mm NamHnPO4, 100 mm


NaCl, pH 7.5 + (A) 0.1 mm FL-R8 + (D) 0.11 mm heparin + (G) excess triton
X-100.


Figure 9. Dependence of anion-mediated reverse-phase transfer of (FL-R8)–
anion complexes (A, B) and (FL-R16)–anion complexes (C) from and across lipid-
bilayer membranes into water on incubation time. A) Increase in FL emission
as a function of time after addition of (FL-R8)–anion complexes (1 mm) to 1:1
PG/PC-LUVs (21 mm), incubation for, with decreasing emission at 10 s, 0, 3, 5, 6,
10 and 18 min, and addition of heparin at time 0 (0.11 mm) (Figure 8 D!F).
B) FL emission at 10 s in (A) as a function of incubation time. C) solid: as in A
for (FL-R16)–anion complexes (0.1 mm) in 1:1 PG/PC-LUVs (2.1 mm), with incuba-
tion times of 1 and 25 min; (dashed): (FL-R8)–anion complexes with compara-
ble incubation time (from A).
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lease of FL-R8 from the bilayer membrane. The increase in
emission upon addition of Triton X-100 originates from interac-
tions between aqueous FL-R8–heparin complexes and (mixed)
triton micelles (rather than the release of residual bound pep-
tide).


The biphasic behavior found for heparin-mediated reverse-
phase transfer suggested that 1) (FL-R8)–anion complexes
translocate across the hydrophobic core of bilayer membranes
from one surface to the other, 2) the bilayer remains intact
during this process (Figure 8 D!F), and 3) direct detection of
this process by fluorescence kinetics is possible. These results
supported the notion of (FL-R8)–anion complexes acting as car-
riers under these conditions, mediating, for example, the previ-
ously reported efflux of entrapped hydrophilic reporter anions
like carboxyfluorescein.[1] The direct observation of anion-medi-
ated reverse-phase transfer across intact bilayers (Figure 8 E) is
particularly attractive because it simulates the movement of
CPPs from a cell surface across the membrane to a hydrophilic
polyanion in the cytoplasm, for example, RNAs and ATP (Fig-
ure 8 E).


The significance of these interpretations called for several
control experiments. The above results in bulk chloroform
membranes provided evidence for the feasibility of anion-
mediated phase transfer of (FL-R8)–anion complexes into and
across hydrophobic domains (compare, e.g. , Figure 1). More-
over, according to the FL-emission maximum, the accumula-
tion of (FL-R8)–anion complexes at the surface of 1:1 PG/PC-
LUVs did not change with incubation time (Figure 7 C). Consid-
ering that the possible translocation step of (FL-R8)–anion com-
plexes from one surface across the hydrophobic core to the
other bilayer membrane surface was slow (Figure 8 E!F), it
was conceivable that the kinetics of reverse-phase transfer
would not be biphasic after only short incubation (Figure 8 B!
C). This was found to be true (Figure 9 A). Incubations shorter
than five minutes resulted in complete removal of all (FL-R8)–
anion complexes immediately after heparin addition, whereas
unchanged biphasic kinetics were observed after incubation
beyond 10 min (Figure 9 A). The resulting sigmoidal kinetics
suggested that anion-mediated translocation of (FL-R8)–anion
complexes across the hydrophobic core of bilayer membranes
is an autocatalytic process (Figure 9 B). Sigmoidal kinetics were
observed previously on the same timescale for the transport of
CF reporter anions by polyarginine–anion complexes across
PG/PC membranes.[1]


Anion-mediated translocation of (FL-R8)–anion complexes
across the hydrophobic core of bilayer membranes further de-
pended on the lipid/CPP ratio as expected. Specifically, bipha-
sic kinetics for heparin-mediated phase transfer of (FL-R8)–
anion complexes from bilayer membranes into water disap-
peared with increasing 1:1 PG/PC-LUV concentration at con-
stant incubation time and CPP concentration (not shown).
These results were consistent with an earlier failure to detect
the entry of arginine-rich peptides into LUVs under compara-
ble conditions.[9, 10] In clear contrast to the situation with (FL-
R8)–anion complexes, the continuous and slow reverse-phase
transfer of (FL-R16)–anion complexes from bilayer membranes
into water did not significantly depend on the incubation time


before heparin addition (Figure 9 C). This behavior was sugges-
tive of strong and “deep” binding of FL-R16 near the hydro-
phobic core of the bilayer.


The considerable involvement of endocytosis in the cellular
uptake in intracellular delivery with CPPs has recently been
pointed out.[7, 23] However, the delivered molecules cannot be
bioactive without entering the cytosol, and there are reports
on the cellular uptake of CPPs that cannot be explained by en-
docytosis.[24, 25, 27] It is therefore critical to clarify the precise
mechanisms of translocation in order to establish more sophis-
ticated delivery systems into cells. The idea of possible contri-
butions from counteranions to the membrane-permeation step
described in this report might provide an important clue to
the understanding of their translocation mechanisms. The in-
teraction of HIV-1 Tat peptide, one of the representative argi-
nine-rich CPPs, with extracellular glycosaminoglycans and its
possible relevance to the internalization mechanisms has been
suggested previously. The proposed mechanisms, however,
mainly focused on the involvement of cell-surface adsorption
and the concentration of the peptides at the initial stage of in-
ternalization.[12, 16, 21, 22, 28, 29] The concept of counterion-mediated
dynamic inversion of charge and solubility[1] elaborated in this
report considers counteranion control throughout the entire
translocation process of CPP with particular emphasis on the
possible contributions of cytosolic anions, such as RNA and
ATP to the release of arginine-rich CPPs from the membrane.


Octaarginine (R8) is one of the most efficient CPPs in HeLa,
RAW264.7, and COS-7 cells.[8] In the earlier study with the fixed
cells, the cellular uptake of R8 peptide was regarded to be
higher than that of the arginine 16-mer (R16). However, it was
recently pointed out that significant artifacts could be caused
by strong adhesion of the basic peptides to the cell surfaces
followed by fixation of the cells for microscopic observation.[23]


Re-examination with live cells, which took the above problem
into consideration, suggested that, although the total cellular
uptake of R16 was higher than that of R8, the amount of cyto-
sol-released peptides for both peptides was comparable (un-
published data). Zaro and Shen also suggested similar results
using arginine 9-mers and 15-mers.[19] These results suggested
that R16 translocates through biological membranes less effi-
ciently than R8 due to its stronger adhesion to the membranes.
The findings reported here on the differences between R8 and
R16 in model membranes are in excellent agreement with
these insights from live cells.


Conclusion


Dissection of complex phase-transfer processes to detect indi-
vidual unidirectional translocations proved crucial to obtaining
more informative insights into the consequences of anion-
mediated dynamic inversion of solubility and the charge of
(FL-Rn)–anion complexes on function. Little difference could be
observed for anion-mediated phase transfer of (FL-R8)– and
(FL-R16)–anion complexes into bulk and bilayer membranes.
Amphiphilic counteranions, like PG, AOT, CS or SDS, mediated
full transfer of both polycations into chloroform and PG/PC
membranes, whereas hydrophilic counteranions, like heparin
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or sulfate, served as general inhibitors. FL-R16 accumulated be-
tween interfacial and hydrophobic lipid bilayer domains,
whereas FL-R8 remained at the membrane surface. Clear differ-
ences were, however, observed between (FL-R8)– and (FL-R16)–
anion complexes for anion-mediated reverse-phase transfer
from bulk and lipidic membranes into the water phase. (FL-R16)
complexed with amphiphilic anions (PG) was difficult to ion-ex-
change with hydrophilic polyanions (heparin), whereas hepa-
rin-mediated reverse-phase transfer of (FL-R8)–anion complexes
was unproblematic. Translocation of (FL-R8)–anion complexes
from outer and inner bilayer surfaces to polyanions in the
water phase could be differentiated. This finding provided
direct access to detect the translocation of (FL-R8)–anion com-
plexes across the hydrophobic core of intact lipid-bilayer mem-
branes. Consistent with previous findings,[1] FL-R8-carriers
turned out to act, under the given conditions, within minutes
in an autocatalytic manner.


In summary, it was possible to simulate, isolate and charac-
terize each phase-transfer process required for cell penetration
of FL-R8-carriers across biomembranes. The differences found
for phase transfers of (FL-R16)– and (FL-R8)–anion complexes
further matched the differences in their manners of membrane
interaction and translocation. It is evident that counteranion-
mediated dynamic inversion of charge and solubility as such
will not explain all the functions of oligoarginines in biomem-
branes.[5–32] However, the reported results do underscore the
importance of counteranions. In other words, the “mysterious”
functions of oligoarginines in biomembranes cannot be under-
stood if the dynamic (i.e. , elusive) contributions from the rich
cocktail of extra- and intracellular counteranions as well as
those in the biomembranes offered by live cells are ignored.


Experimental Section


Materials. Heparin (sodium salt, 17–19 kDa), sodium dodecylsulfate
(SDS), bis(2-ethylhexyl) sulfosuccinate sodium salt (AOT), Triton X-
100, buffers and salts were purchased from Sigma, stearic acid was
purchased from Fluka, 1-pyrenebutyric acid was purchased from
Acros Organics, egg yolk phosphatidylglycerol (PG) and cholesterol
sulfate (CS) were from Northern Lipids, and egg yolk phosphatidyl-
choline (PC) was from Avanti Polar Lipids. Vesicles were prepared
by using a Mini Extruder with a polycarbonate membrane (Avanti
Polar Lipids, pore size 100 nm). Fluorescence measurements were
performed either on a Fluoromax 2 or on a Fluoromax 3 (Jobin-
Yvon Spex) spectrometer, both equipped with a stirrer and a tem-
perature controller (25 8C). HPLC was performed by using a Jasco
HPLC system with a fluorescence detector (FP-920). UV spectra
were measured by using a Varian Cary 100 Bio UV/vis spectrometer.


Synthesis of FL-R8 and FL-R16. FL-labelled oligomers were pre-
pared by Fmoc solid-phase peptide synthesis on a Rink amide
resin where a c-aminobutyryl residue was employed as a linker
connecting the N-terminal FITC moiety to the arginine peptides.
The FITC-labelled peptide resin was treated with trifluoroacetic
acid (TFA)/ethanedithiol (95:5). The peptides were purified by RP-
HPLC, and the molecular masses of the peptides were confirmed
by MALDI-TOF MS. Concentrations of aqueous stock solutions were
confirmed by UV/vis spectroscopy.


Phase transfer from water into bulk chloroform membranes
(general procedure A). A solution of PG (0.1 mm) in CHCl3 (0.2 mL)
and an aqueous solution (0.18 mL, 11.1 mm NamHnPO4, 111 mm


NaCl, pH 7.4) were placed in a vial and mixed vigorously. FL-R8


(20 mL of 0.1 mm aqueous solution) was added to this biphasic so-
lution, (10 mm final concentration in aqueous layer). Then, the bi-
phasic solution was vortexed and placed on a shaker (200 rpm) for
>30 min at 37 8C. Kinetics measurements confirmed that phase
transfer was nearly complete within 30 min. Then, 20 mL of the
CHCl3 layer was added to MeOH (1.48 mL), and the FL emission in-
tensity was determined (lex = 495 nm, lem = 519 nm). Fluorescence
emission intensity thus obtained could be used to estimate the
concentration of oligopeptides in the organic layer; however, fluo-
rescence of aqueous layer was more easily reproducible and relia-
ble. Thus, 20 mL of the aqueous layer was added to the buffer
(1.48 mL, 10 mm NamHnPO4, 100 mm NaCl, pH 7.4), and the FL-R8


concentration was determined from the FL emission intensity
(lex = 495 nm, lem = 517 nm) by using calibration curves for these
conditions. All experiments were performed at least twice, and
average values � errors were reported. All data points in one
graph are from the parallel experiments.


(Figure 1 C): According to general procedure A, FL-R8 (25 mm) in
aqueous buffer (0.4 mL, 10 mm NamHnPO4, pH 7.4, 100 mm NaCl)
was incubated with the CHCl3 layer (0.4 mL) with or without PG
(0.25 mm) at 37 8C for 30 min.


RP-HPLC analysis (Figure 2 C). 1 mL of an aqueous solution of FL-R8


(1 mm) and FL-R16 (1 mm) was subjected to HPLC under the follow-
ing conditions: column, Agilent Eclipse XDB-C8 4.6 � 150 mm,
mobile phase, linear solvent gradient from water/TFA 99:1 to
CH3CN, over 10 min, flow rate 1 mL min�1, fluorescence detection
(lex = 495 nm, lem = 517 nm). Retention times were Rt = 5.24 min for
FL-R8 and Rt = 5.26 min for FL-R16, appearing both as sharp peaks.
Then, FL-R8 (25 or 50 mm) and FL-R16 (25 or 50 mm) were phase
transferred into CHCl3 according to general procedure A, with PG
(1 mm). The HPLC chromatograms of 20 mL of the resulting aque-
ous layers showed very weak peaks only, whereas that of 10 mL of
the resulting chloroform layers showed broad peaks Rt = 4.8–
7.5 min.


pH dependence (Figure 2 A). Following general procedure A, vials
containing FL-R8 (10 mm) in aqueous buffer (0.2 mL, 10 mm NamHn-
PO4, pH 4.7–8.1, 100 mm NaCl) and PG (25 mm in CHCl3, 0.2 mL)
were prepared and incubated for 1 h. The concentration of FL-R8 in
the aqueous layer was determined as described in the general
procedure.


Hydrophilic anions (Figure 2 B). Experiments were performed ac-
cording to general procedure A by using the indicated salts in
place of NaCl. Namely, the aqueous layers (0.2 mL) on top of CHCl3


(0.2 mL, 25 mm PG) consisted of 10 mm FL-R8, 10 mm NamHnPO4,
pH 7.4, and 100 mm NaCl, NaN3, NaClO4, NH4Cl or 50 mm Na2SO4.


Dependence on oligopeptide and PG concentration (Figure 3)


Fixed peptide concentration (Figure 3 A): The aqueous layer consist-
ed of FL-R8 (20 mm) or FL-R16 (10 mm) in phosphate buffer (10 mm


NamHnPO4, 100 mm NaCl, pH 7.4) and concentration of PG in organ-
ic layer was varied between 0–0.15 mm.


Fixed PG concentration (Figure 3 B): The aqueous buffer (10 mm


NamHnPO4, 100 mm NaCl, pH 7.4) contained FL-R8 (1.25–10 mm) or
FL-R16 (0.625–6.25 mm) on top of the CHCl3 layer containing PG
(20 mm). Incubations and analyses were as in general procedure A.
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Amphiphilic anions (Figure 4)


PG, PC, AOT, CS, stearate. Experiments were performed by following
general procedure A and using 50 mm of PG, PC, AOT, CS or stea-
rate in CHCl3 (0.2 mL) below buffer (0.2 mL; 10 mm FL-R8, 10 mm


tris(hydroxymethyl)aminomethane (Tris) or NamHnPO4, 100 mm


NaCl, pH 7.4).


SDS, pyrenebutyrate : SDS, or pyrenebutyrate (50 mm) was included
in the aqueous layer (0.2 mL; 10 mm, NamHnPO4, or Tris, pH 7.4,
100 mm NaCl, 10 mm FL-R8) on top of CHCl3 (0.2 mL). Following
general procedure A, the biphasic mixtures were vortexed before
and after the addition of FL-R8.


Hydrophilic polyanions


SDS concentration dependence (Figure 5 A). SDS (0.025–1 mm) was
included in the buffer (0.2 mL; 10 mm FL-R8, 10 mm NamHnPO4,
100 mm NaCl, pH 7.4) on top of CHCl3 (0.2 mL). The biphasic mix-
tures were vortexed before and after the addition of FL-R8.


Heparin concentration dependence (Figure 5 B). Heparin (0–4.7 mm)
was included in the aqueous layer (0.2 mL; 10 mm, NamHnPO4,
pH 7.4, 100 mm NaCl, 10 mm FL-R8) on top of the CHCl3 layer
(0.2 mL, 0.1 mm PG).


Phase transfer from bulk chloroform membranes into water
(general procedure B). Following general procedure A, four vials
containing the aqueous layer (1 mL, 10 mm NamHnPO4, 100 mm


NaCl, pH 7.4, 10 mm FL-R8 or 5 mm FL-R16) and the CHCl3 layer
(1 mL, 0.1 mm PG) were shaken for 2 h at 37 8C. The contents of
four vials were mixed and clearly separated into aqueous and or-
ganic layers in a centrifuge. Figure 6 A: aliquots (0.2 mL) of the or-
ganic layer containing FL-R8 or FL-R16 complexed with PG were
placed in vials containing aqueous buffer (0.2 mL, 10 mm NamHn-
PO4, 100 mm NaCl, pH 7.4, heparin 0–8.25 mm). The mixtures were
incubated for 2 h at 37 8C, and the amount of oligopeptide in the
aqueous layer was determined as described in general procedure
A. Figure 6 B: experiments were performed as for Figure 6 A, but
with only FL-R8 and the following buffer for re-extraction: NamHn-
PO4 (10 mm), NaCl, NaN3, NaClO4 (1 m), or Na2SO4 (0.5 m), pH 7.4.


Preparation of 1:1 PG/PC-LUVs. Unilamellar vesicles (LUVs) com-
posed of equimolar PG and PC were prepared by using the extru-
sion method following previously reported procedures.[1] Solutions
of PC and PG (25 mg, 1:1 molar ratio) in CHCl3/MeOH (1:1) were
dried under a stream of N2 and then in vacuo (>2 h) to form thin
films. The resulting films were hydrated with buffer (10 mm NamHn-
PO4 or N-(2-hydroxyethyl)piperazine-N’-(2-ethanesulfonic acid)
(HEPES; for phosphate analysis), 100 mm NaCl, pH 7.4) for
>30 min, freeze-thawed (5 � ), extruded through a polycarbonate
membrane (100 nm, >15 � ), purified on a Sephadex G-50 column,
and diluted to 3.8 mL. Phosphate analysis[33] of the resulting 1:1
PG/PC-LUV suspensions prepared in HEPES buffer gave lipid con-
centrations of 4.4�0.1 mm. The lipid concentration of LUVs sus-
pension prepared with phosphate buffer was assumed to be same.


Phase transfer from water into lipid-bilayer membranes: Lipid
concentration dependence (Figure 7 A, general procedure C): 1:1
PG/PC-LUVs suspension (0–40 mL), prepared as described above
with HEPES buffer, was placed in a cuvette and diluted with a
buffer (10 mm NamHnPO4, 100 mm NaCl, pH 7.4) to 2 mL. Then FL-
R8 (20 mL, 0.1 mm, final concentration 1 mm) or FL-R16 (20 mL, 50 mm,
final concentration 0.5 mm) was added. Fluorescence emission in-
tensities were recorded as a function of time at lex = 495 nm, lem =
517 nm. Emission intensities 50 s after the addition of the peptides


relative to that obtained in the absence of lipid were plotted as a
function of lipid concentration.


Heparin concentration dependence (Figure 7 B): PG/PC LUVs (20 mL,
prepared in Na phosphate buffer) were mixed with a buffer
(1.98 mL, 10 mm NamHnPO4, 100 mm NaCl, pH 7.4) containing vary-
ing concentration of heparin (0–55 mm), and FL-R8 (20 mL, 10 mm,
final concentration 0.1 mm) or FL-R16 (20 mL, 10 mm, final concentra-
tion 0.1 mm) was added to the solution. Data were obtained follow-
ing general procedure C, and plotted as a function of heparin
concentration.


Data analysis : IC50 and Hill coefficients were calculated by fitting
the data to Equation (1):


I ¼ I0 þ
I1�I0


1þ ðIC50=cÞn ð1Þ


here I is the relative emission intensity, I0 the initial value, I¥ the
value at saturation, c the concentration of the analyte, and n the
Hill coefficient. Analyses were performed with KaleidaGraph, ver-
sion 3.5 (Synergy Software).


Solvochromicity of FL (Figure 7 C): Following the general procedure
A, FL-R8 (10 mm) was extracted into the CHCl3 layer (1 mL, contain-
ing 0.1 mm PG) from aqueous buffer (1 mL, 10 mm NamHnPO4,
pH 7.4, 100 mm NaCl). An aliquot (10 mL) of the resulting CHCl3 so-
lution was diluted with CHCl3, nBuOH, or MeOH (1.5 mL), and emis-
sion spectra of the solution were taken (lex at 495 nm). Emission
spectra in aqueous system were obtained with FL-R8 or FL-R16


(67 nm) in a buffer (1.5 mL, 10 mm NamHnPO4, pH 7.4, 100 mm


NaCl) with or without PG/PC LUVs (50 mm). Identical emission
maxima were observed with a higher peptide-to-lipid ratio (FL-R8


1 mm, PG/PC LUVs 22 mm) and after 10 min of incubation.


Reverse phase transfer (general procedure D, Figure 8): FL-R8


(0.1 mm) was added to a dispersion of PG/PC LUVs (2.1 mm, freshly
prepared in phosphate buffer) in a buffer (2 mL, 10 mm NamHnPO4,
pH 7.4, 100 mm NaCl). After 27 min, heparin (40 mL of 5.5 mm) was
added, followed by triton X-100 (0.024 %). Fluorescence emission
intensities were recorded during the entire processes at lem =
517 nm and lex = 495 nm. Note, use of fresh buffers, fresh vesicles,
and plastic cuvettes was crucial to obtain reproducible results.
Control experiments with a glass cuvette in the absence of LUVs
resulted in increased fluorescence upon addition of heparin, while
with plastic cuvette no change was observed. These results are in
agreement with the adsorption of oligoarginine on the electroni-
cally negative surface of glass cuvette, as was observed with
penetration.[18]


Figure 9 A and B : By following general procedure D, FL-R8 (1 mm)
was incubated for given time with PG/PC LUVs (21 mm) in a buffer
(2 mL, 10 mm NamHnPO4, pH 7.4, 100 mm NaCl). The fluorescence
intensity after the addition of heparin was normalized from 0
(before addition of heparin) to 100 % (80 s after addition of hepa-
rin), and the percentage emission intensity at 10 s after addition
of heparin was plotted as a function of incubation time to give
Figure 9 B.


Figure 9 C : Experiments were performed as described in general
procedure D, but with FL-R16 (0.1 mm).
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Porphyrin Derivatives for Telomere Binding and
Telomerase Inhibition
Isabelle M. Dixon,[a] Fr�d�ric Lopez,[b] Jean-Pierre Est�ve,[c] Agueda M. Tejera,[d]


Mar�a A. Blasco,[d] Genevi�ve Pratviel,*[a] and Bernard Meunier*[a]


Introduction


Four strands of DNA can associate into a unique tetrahelical
structure called a G-quadruplex that consists of stacked tet-
rads, which are each planar and stabilized by Hoogsteen-
bonded guanines. The formation of G-quadruplexes in vitro is
stabilized by the presence of monovalent cations (K+ , Na+)
positioned in the centre of the structure and coordinated to
the carbonyl oxygens (Scheme 1). Guanine-rich sequences able


to form G-quadruplexes are found in many chromosomal loca-
tions, such as the end of the chromosomes, in the telomeric
region,[1, 2] in gene promoters, especially the proto-oncogene
c-myc,[3, 4] in the immunoglobulin switch region,[5] and at the
DNA flap of HIV-1.[6, 7] The formation of G-quadruplex structures
under physiological conditions in vivo, as well as the selective
interaction or binding of several specific proteins with quadru-
plex DNA, suggest that tetrahelical DNA may be formed in
vivo.[8–13]


Because of their unique structural features and possible cel-
lular function, G-quadruplexes constitute an attractive target
for drug design. In particular, the design of small molecules
able to target the telomeric G-quadruplex structure seems a
promising strategy for new antitumour drugs.[14, 15] Telomeres


at the end of eukaryotic chromosomes are maintained by telo-
merase, a ribonucleoprotein enzyme. In most human somatic
cells, telomerase is repressed and telomeres shorten progres-
sively with each cell division. In contrast, most human tumours
express telomerase; this results in stabilized telomere length.
Thus, G-quadruplex-interacting drugs have the potential to in-
hibit telomerase-mediated elongation of telomeres by stabiliz-
ing G-quadruplexes and could therefore stop the proliferation
of tumour cells.


Human telomeric DNA consists of double-stranded
d(TTAGGG/CCCTAA) repeats and a single-stranded 3’ overhang.
This single-stranded sequence adopts an intramolecular G-
quadruplex structure in vitro. The NMR-based structure of an
intramolecular quadruplex with anti-parallel strands and three
d(TTA) loops stacked onto the end of the G-quartet was report-
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Supporting information for this article is available on the WWW under
http ://www.chembiochem.org or from the author : full NMR assignments,
sensorgram for the interaction of 4·NiNi with quadruplex DNA, sensorgrams
for the interaction of all molecules with GC and AT duplexes and corre-
sponding Scatchard plots, pictures of the TRAP assay gels for 3·Ni and
4·NiNi.


The capacity of G-quadruplex ligands to stabilize four-stranded
DNA makes them able to inhibit telomerase, which is involved in
tumour cell proliferation. A series of cationic metalloporphyrin
derivatives was prepared by making variations on a meso-tetra-
kis(4-N-methyl-pyridiniumyl)porphyrin skeleton (TMPyP). The DNA
binding properties of nickel(ii) and manganese(iii) porphyrins
were studied by surface plasmon resonance, and the capacity of


the nickel porphyrins to inhibit telomerase was tested in a TRAP
assay. The nature of the metal influences the kinetics (the process
is faster for Ni than for Mn) and the mode of interaction (stack-
ing or external binding). The chemical alterations did not lead to
increased telomerase inhibition. The best selectivity for G-quadru-
plex DNA was observed for Mn-TMPyP, which has a tenfold pref-
erence for quadruplex over duplex.


Scheme 1. Structure of a G-tetrad showing the Hoogsteen base pairing.


ChemBioChem 2005, 6, 123 – 132 DOI: 10.1002/cbic.200400113 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 123







ed with the 22-mer oligonucle-
otide model d(AGGG(TTA
GGG)3).[16] The same human telo-
meric sequence crystallized in a
different way with all the strands
parallel and the resulting diago-
nal loops oriented away from
G-quartets.[17] It was recently
shown that the two structures
may exist in solution.[18] Howev-
er, this sequence still represents
a convenient simplified model
for the in vitro screening of
drugs able to target telomeric
DNA. Several G-quadruplex-inter-
active compounds have been
identified. Most quadruplex li-
gands are polyaromatic mole-
cules bearing one or more posi-
tive charge(s) and are able to in-
teract by stacking with G-tet-
rads.[19–28] In addition, some com-
pounds that interact with the
grooves of G-quadruplexes have
also been reported.[29, 30]


Among the compounds able
to have stacking interactions
with G-quadruplex DNA is the
nonmetallated cationic porphyr-
in, meso-tetrakis(4-N-methylpyr-
idiniumyl)porphyrin, H2-TMPyP
(1·H2) (Scheme 2).[19] After photo-
chemical activation, this por-
phyrin derivative was shown to
react with the guanine bases of
the last tetrad of the G-quadru-
plex structure; this implies that
it stacks externally to the G-tet-
rads located at the end of the G-
quadruplex. 1·H2 inhibited telo-
merase in TRAP assays in vitro
with an IC50 of 6.5 mm.[19] This
compound was taken as a basic structure for the present work.
A series of metalloporphyrins was prepared with structural
modifications based on a common tris(N-methylpyridiniumyl)
porphyrin to try to improve the G-quadruplex-targetting prop-
erties of the starting 1·H2.


Two types of metalloporphyrins were prepared by metalla-
tion with nickel or manganese. Depending on the nature of
the metal inside the porphyrin macrocycle, the mechanism of
action of these molecules towards telomeric sequences should
be different. Nickel porphyrins are inert with respect to redox
processes under physiological conditions and are not photoac-
tivable. The Ni–porphyrin derivatives are thus going to interact
with the telomeres in a passive way compared to the Mn–por-
phyrin derivatives, which should be able to interact with and
degrade the telomeres by oxidative processes within cells. Fur-


thermore, the nickel porphyrins are expected to interact by
stacking, whereas stacking interactions are impossible for man-
ganese porphyrins due to the presence of water as axial li-
gands on the manganese.[31]


The binding of these porphyrin derivatives to duplex and in-
tramolecular quadruplex DNA was studied by surface plasmon
resonance, and their capacity to inhibit telomerase was mea-
sured by TRAP assays. The data show that, within this series of
metalloporphyrin derivatives, the kinetics of binding to DNA
(kon, koff) were highly dependent on the nature of the central
metal. The compounds tested for telomerase inhibition had
similar IC50 values; this is in agreement with their similar affini-
ty for G-quadruplex DNA. The molecule that is most selective
for G-quadruplexes appears to be the simple Mn-TMPyP
(1·Mn), which is not able to interact by stacking interaction


Scheme 2. Chemical formulae of the molecules studied (Mn stands for MnIII(H2O)2).
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with a G-tetrad due to the presence of axial ligands on the
metal. 1·Mn probably binds the G-quadruplex by interaction in
the grooves, and this interaction leads to a binding affinity
that is in the same range as one reached by stacking. Further-
more, this series of molecules allowed us to notice that the
kinetics of drug interaction with G-quadruplex DNA seem to
depend on the mode of binding, stacking versus external
binding.


Results and Discussion


The starting point for this study lies in the interesting interac-
tions that have been shown to take place between H2-TMPyP
(1·H2) and quadruplex DNA.[19] From the location of the
damage resulting from photochemical irradiation, it was de-
duced that the porphyrin interacts with this particular DNA
structure by stacking on the last guanine tetrad. This propensi-
ty of porphyrins for stacking can be exploited to design new
G-quadruplex-interacting compounds with potential applica-
tions in cancer therapy. Chemical modifications have been
made to the porphyrin skeleton to try to improve the quadru-
plex affinity and selectivity over double-stranded DNA.


Synthesis


All the molecules studied here share a tris(N-methylpyridin-
iumyl)porphyrin core. The starting motif 1 is meso-tetrakis(4-N-
methylpyridiniumyl)porphyrin, either as free base (1·H2) or met-
allated with nickel(ii) or manganese(iii). 1·H2 was metallated by
nickel(ii) to give 1·Ni, in which nickel does not bear axial li-
gands (Scheme 2). This porphyrin should interact with G-quad-
ruplexes in a way similar to the nonmetallated derivative 1·H2,
that is, by stacking with the last G-tetrad. The manganese(iii)
derivative of 1·H2, 1·Mn (Scheme 2), carries two axial ligands
on the manganese ion. This should preclude a strong stacking
interaction with the G-tetrads. However, this compound is able
to interact with quadruplex DNA since it is very efficient in the
degradation of quadruplex DNA of the human telomeric se-
quence.[32] The damage was shown to take place at the exter-
nal tetrad of the quadruplex structure, at the junction between
the quadruplex and the duplex region of the tested DNA
substrate.


The other porphyrins 2, 3 and 4 have a hybrid
structure composed of two chemical moieties that
may contribute in their own specific way to the bind-
ing process. In the case of 2,[33] an aminoquinoline
motif was chosen for its capacity to stack with aro-
matics in general and nucleic bases in particular. Mol-
ecule 3 bears a polyamine side chain, which gets pro-
tonated in water and can interact with DNA grooves
by ionic interactions. The bisporphyrinic skeleton of
molecule 4 was selected, in combination with a
linker of appropriate length, for the possible forma-
tion of a sandwich-type interaction complex with
quadruplex DNA.


The synthesis of 3 and 4 (Scheme 3) starts with the
two-step preparation of porphyrin 5 [34, 35] and its con-


densation with either bis(3-aminopropyl)amine or 1,4-diamino-
butane. After quaternization of the pyridine nitrogens with
methyl iodide, the porphyrin is metallated with nickel or man-
ganese acetate, and chlorides are introduced as counter ions
by treatment with an anion exchange resin.


Surface plasmon resonance (SPR)


The interaction of the molecules with DNA was studied by
SPR. The 5’-biotin-labelled DNA was immobilized on a sensor
chip through a biotin–streptavidin noncovalent coupling.
Three DNA targets were simultaneously examined under salt
conditions, which are suitable for quadruplex DNA (HBS-EP
buffer from BIAcore supplemented with 200 mm KCl).[36] The
binding of the molecules to a 22-mer GC-rich hairpin duplex
(5’-TT(CG)4TTTT(CG)4) and a 20-mer AT-rich hairpin duplex (5’-
CGAATTCGTCTCCGAATTCG) was compared to the binding to a
preformed intramolecular 22-mer quadruplex containing three
repeats of the human telomeric sequence (5’-AGGG(TTAGGG)3).
Sensorgrams (resonance units, RU, versus time) for the concen-
tration-dependent binding of the porphyrin derivatives on the
quadruplex DNA are shown in Figure 1, with the correspond-
ing Scatchard plots on the right.


Binding constants are highly dependent on ionic strength,
especially in the cases in which ionic interactions are important
contributors to the binding. This, in addition to the fact that
SPR is a heterogeneous technique (the DNA is fixed on a sur-
face), means that no direct comparison can be made between
binding constants determined in solution under different con-
ditions by other techniques [37–39] and binding constants deter-
mined by SPR. However results obtained by SPR under similar
experimental conditions can be compared. In the literature
there are few examples of quadruplex binding constants deter-
mined by SPR. Ditercalinium associates with quadruplex DNA
with a high affinity constant (Ka = 3 � 107


m
�1), but its selectivity


is only modest, a factor of 3.[36] A bisquinacridine macrocycle
has an affinity constant of 1.2 � 107


m
�1 and its selectivity is one


order of magnitude in favour of the quadruplex.[27] A peptide–
hemicyanine conjugate (Phe-Arg-His-Arg-hemicyanine) binds
quadruplex DNA with a relatively low affinity constant (Ka =


6.8 � 104
m
�1), but it has a 40-fold selectivity for quadruplex.[30]


The best combination of affinity and selectivity so far reported


Scheme 3. Synthetic pathway for the synthesis of metalloporphyrins 3 and 4 from porphyrin
5. i) bis(3-aminopropyl)amine or 1,4-diaminobutane, BOP, NMM. ii) CH3I. iii) Ni(OAc)2 or
Mn(OAc)2. iv) DOWEX 1 � 8–200, chloride form.
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is for a 3,6,9-trisubstituted acri-
dine designed by molecular
modelling, which has an affinity
constant of 1.6 � 107


m
�1 and a


40-fold preference for quadru-
plex over duplex.[21]


The sensorgrams (Figure 1)
show that the amount of bound
molecule is highly variable from
one molecule to another (see re-
sponse at t = 300 s). In four cases
(1·H2, 1·Ni, 1·Mn and 2·Ni), the
response at 300 s is around
100 RU, but this value rises to
about 500 RU for 3·Ni and it
even goes up to about 1500 RU
for 4·NiNi (see Supporting Infor-
mation). This shows that the
amount of bound 4·NiNi is very
high, which could be explained
by the formation of aggregates.
It has to be noted that this ten-
dency of 4·NiNi for aggregation
was not observed in water at mi-
cromolar concentrations (UV-visi-
ble spectra, not shown), while
the concentrations for SPR anal-
ysis ranged from 50 nm to 4 mm,
therefore this phenomenon
seems to be facilitated by DNA.
The calculation of association
and dissociation kinetics would
be biased by the aggregation of
4·NiNi, and so would be the cal-
culation of the affinity constant.
The behaviour of 4·NiNi was
therefore considered to be unin-
terpretable, and for this reason
the sensorgram and the corre-
sponding constants are not
shown.


The sensorgrams show two
distinct trends. On the one hand,


Figure 1. Sensorgrams for molecules 1·H2,
1·Ni. 1·Mn, 2·Ni and 3·Ni on quadruplex
DNA, with the corresponding Scatchard
plots on the right. All tested molecules
were injected on flow cells at a flow rate
of 20 mL min�1 and exposed to the sur-
face for 300 s (association phase) fol-
lowed by a 300 s flow running during
which dissociation occurred. Molecules
were injected at different concentrations
ranging from 50 nm to 4 mm in HBS-EP
buffer supplemented with 200 mm KCl.
Results are expressed in resonance units
(RU) as a function of time in seconds.
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in the case of 1·Mn, the DNA binding sites are not saturated
by the end of the porphyrin injection, and this behaviour cor-
responds to slow kinetics of interaction. On the other hand, for
all the other molecules, the response reaches a plateau within
the first 300 s of the experiment; this means that the binding
is fast.


Table 1 summarizes the kinetic constants for the association
and dissociation of the molecules with GC duplex, AT duplex
and quadruplex DNA. From these kinetic constants the corre-
sponding affinity constants (Ka) were calculated. Scatchard
graphs were plotted for each molecule and each DNA target
(see Supporting Information) in order to determine the rele-
vance of a one-site or a nonequivalent two-site model. The


relevance of the model was subsequently validated by the
goodness of fit of the BIAeval model applied to each sensor-
gram. In cases in which the experimental data were fitted with
a nonequivalent two-site model, the constants discussed corre-
spond to the site of higher affinity. Under the experimental
conditions used for SPR analysis (200 mm KCl), one molecule
(1·Ni) has higher affinity for duplex (107


m
�1) than for quadru-


plex (106
m
�1), three molecules (1·H2, 2·Ni, 3·Ni) have similar af-


finity for duplex and quadruplex (106
m
�1), and one molecule


(1·Mn) has higher affinity for quadruplex (107
m
�1) than for


duplex (106
m
�1).


In summary, one molecule stands out of this series, namely
1·Mn. It is interesting both in terms of affinity for quadruplex
DNA (Ka = 8 � 106


m
�1) and in terms of selectivity for quadruplex


over duplex, by one order of magnitude. To test the hypothesis
that manganese(iii), possibly because of its axial ligands, was
responsible for such behaviour, a second series of molecules
was synthesized and analyzed by SPR (Figure 2). 1·Mn was
measured once more and taken as a reference for this second
series of measurements.


The sensorgram obtained for the interaction of 1·Mn with
the DNA quadruplex has the same shape as in the first series
of measurements (Figure 2). Three molecules of the series
(1·Mn, 3·Mn, 4·MnMn) show signals which are far from satura-
tion. Only in one case does the signal almost reach a plateau
within the time frame of the analysis (300 s), that is 2·Mn.
Unlike in the case of the nickel(ii) analogues, the highest RU
values observed (350 for 4·MnMn) are consistent with the ab-
sence of aggregation, as expected for such metalloporphyrins
bearing axial ligands.


The association and dissociation kinetic constants and the
affinity constants of the manganese-based molecules with GC
duplex, AT duplex and quadruplex DNA are reported in


Table 2. The affinity constants of
all the manganese porphyrins
for duplex DNA are in the range
105–107


m
�1. This is slightly


higher than their nickel(ii) coun-
terparts, and the values can be
explained by the additional pos-
itive charge brought by the tri-
valent metal ion. The major dif-
ference stands in the kinetics of
interaction, which are slower in
the case of MnIII. One exception
is found for 2·Mn, which is par-
ticular within this second series
because it contains an aromatic
quinoline moiety. It is notewor-
thy that 2·Mn shows an 80-fold
preference for GC duplex over
AT duplex. On the other hand,
3·Mn has the highest affinity of
all porphyrins tested (nearly
108


m
�1 for quadruplex DNA),


but this is not accompanied by
selectivity.


Comparison of the two sets of data leads us to propose dif-
ferent interaction modes for the molecules depending on their
slow or fast kinetics of interaction. All the fast-binding mole-
cules (1·H2, 1·Ni, 2·Ni, 3·Ni, 2·Mn) have in common an aromatic
moiety that is capable of interacting with DNA by stacking.
Both 2·Ni and 2·Mn contain a quinoline substituent, which
should be able to stack with a guanine tetrad and may govern
the interaction of the conjugate with DNA. On the other hand,
the slow-binding molecules (1·Mn, 3·Mn, 4·MnMn) all contain a
manganese porphyrin, and these slower kinetics could be ex-
plained either by the perturbation of the coordination sphere
of the metal ion upon interaction with DNA, or, more likely,
by a binding mode that is different from stacking (external
binding).


TRAP assay


The cell-free enzyme-based telomeric repeat amplification pro-
tocol (TRAP) assay was performed with 3·Ni and 4·NiNi to de-
termine whether these new molecules could be telomerase in-


Table 1. Kinetic constants for the association (kon [m�1 s�1]) and dissociation (koff [s�1]) of the given molecules with
GC duplex, AT duplex and quadruplex DNA, and corresponding affinity constants (Ka [m�1]). When fitted with a
nonequivalent two-site model, the second set of values corresponds to the site of lower affinity.


1·H2 1·Ni 1·Mn 2·Ni 3·Ni


GC duplex kon 339 � 103 368 � 103 0.95 � 103 265 � 103 65.8 � 103


145 � 103 – – 2.13 � 103 1.36 � 103


koff 201 � 10�3 46 � 10�3 2.72 � 10�3 262 � 10�3 33.3 � 10�3


433 � 10�3 – – 3.39 � 10�3 2.56 � 10�3


Ka 1.69 � 106 8 � 106 0.35 � 106 1.01 � 106 1.98 � 106


0.33 � 106 – – 0.63 � 106 0.53 � 106


AT duplex kon 44.6 � 103 546 � 103 1.67 � 103 233 � 103 2.03 � 103


37.2 � 103 1.41 � 103 – 10.2 � 103 21.3 � 103


koff 24.5 � 10�3 35.1 � 10�3 1.74 � 10�3 73.4 � 10�3 1.27 � 10�3


23.8 � 10�3 3.29 � 10�3 – 15.4 � 10�3 26.0 � 10�3


Ka 1.82 � 106 15.6 � 106 0.96 � 106 3.17 � 106 1.60 � 106


1.56 � 106 0.43 � 106 – 0.66 � 106 0.82 � 106


Quadruplex kon 4.75 � 103 74.4 � 103 27.2 � 103 82.9 � 103 0.011 � 103


– 3.05 � 103 0.26 � 103 0.59 � 103 7.99 � 103


koff 6.60 � 10�3 44.6 � 10�3 3.35 � 10�3 161 � 10�3 0.003 � 10�3


– 3.35 � 10�3 1.65 � 10�3 8.86 � 10�3 16 � 10�3


Ka 0.72 � 106 1.67 � 106 8.12 � 106 0.51 � 106 3.66 � 106


– 0.91 � 106 0.16 � 106 0.07 � 106 0.50 � 106
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hibitors. The two compounds caused inhibition of telomerase-
mediated elongation of the telomere primer at micromolar
concentrations. The IC50 values are given in Table 3. The similar
values obtained for telomerase inhibition are consistent with
the similar affinity constants found by SPR. This seems again to


indicate that the tris(N-methyl-
pyridiniumyl)porphyrin moiety is
predominantly responsible for
the porphyrin–DNA interactions.


Conclusion


A series of nickel and manga-
nese porphyrin derivatives has
been prepared and the deriva-
tives have been compared for
their ability to target G-quadru-
plex DNA. Within this series, two
different modes of interaction
with an intramolecular G-quad-
ruplex structure were proposed
on the basis of surface plasmon
resonance experimental data.
Relatively fast kinetics were ob-
served for all molecules contain-
ing a moiety that can interact by
stacking with the last guanine
tetrad of the quadruplex (free
base or nickel porphyrin, quino-
line). On the other hand, slow ki-
netics were observed for manga-
nese porphyrins, for which stack-
ing is not possible due to axial
ligands on the manganese ion.
Hindering stacking slows down
the interaction and, hence, leads
to better affinity and selectivity,
as observed for the manganese
porphyrin 1·Mn. This raises the
possibility that stacking may not
be the best means of achieving
high affinity and selectivity for
G-quadruplex structures. Target-
ting G-quadruplex DNA in an ex-
ternal manner through groove
interaction should allow for dis-
crimination between the various
G-quadruplex structures that
may exist in vivo.


Experimental Section


Synthesis : The following com-
pounds were commercially availa-
ble: bis(3-aminopropyl)amine (Al-
drich, dried over KOH), NaOH
(Fluka, small beads), N-methylmor-


pholine (NMM, Fluka, dried over KOH), benzotriazol-1-yloxytris(di-
methylamino)phosphonium hexafluorophosphate (BOP, Fluka), HCl
(1m) in diethyl ether (Aldrich), methyl iodide (Aldrich), potassium
hexafluorophosphate (Fluka), nickel(ii) acetate tetrahydrate (Al-
drich), manganese(ii) acetate tetrahydrate (Fluka), 2,4,6-collidine
(Aldrich), DOWEX 1 � 8–200 resin (chloride form, Acros), 1,4-diami-


Figure 2. Sensorgrams for molecules 1·Mn, 2·Mn, 3·Mn and 4·MnMn on quadruplex DNA, with the corresponding
Scatchard plots on the right. All tested molecules were injected on flow cells at a flow rate of 20 mL min�1 and exposed
to the surface for 300 s (association phase) followed by a 300 s flow running during which the dissociation occurred.
Molecules were injected at different concentrations ranging from 50 nm to 4 mm in HBS-EP buffer supplemented with
200 mm KCl. Results are expressed in resonance units (RU) as a function of time in seconds.
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nobutane (Janssen), meso-tetrakis(N-methylpyridiniumyl)porphyrin
tetra-p-tosylate (Aldrich). Porphyrin 5, 1·Ni, and 1·Mn were pre-
pared according to literature procedures.[34, 35] Molecules 2·Ni and
2·Mn had been obtained from previous studies.[33] Silica gel refers
to Merck 63–200 mm silica (ref. 107734) and alumina refers to neu-
tral Merck alumina (ref. 101077). TLC analysis was performed with
Merck 60 F254 silica-coated aluminium plates. Aqueous ammonium
hydroxide solution was 28 % by weight. DMF was dried over 4 �
molecular sieves. 1H NMR spectra were recorded on a Bruker
Avance 300 spectrometer with the residual solvent peak as internal
calibration. Mass spectra were recorded either on a Perkin–Elmer
SCIEX API 365 (electrospray) or on a Nermag R1010 apparatus
(chemical ionization). UV-visible spectra were recorded on a Hew-
lett Packard 8452A spectrophotometer.


Synthesis of 6 : Freshly dried 5 (190 mg, 0.26 mmol) was dissolved
in bis(3-aminopropyl)amine (>500 equiv, 20 mL) under argon.
NMM (50 eq, 1.5 mL) and BOP (2 eq, 245 mg) were added, and the
reaction mixture was stirred at room temperature overnight. One
more equivalent of BOP was added, and the mixture was stirred
for a further 4 h at room temperature. The crude mixture was dilut-
ed with water (150 mL) and extracted with CH2Cl2 (3 � 50 mL) and
CHCl3 (50 mL). The dark red organic layer was evaporated to dry-
ness. The product was purified by dissolution in CHCl3 (20 mL) fol-
lowed by precipitation at 4 8C with hexane (80 mL) overnight. Yield
46 % (102 mg); purple solid; 1H NMR (300 MHz, CDCl3) d= 9.07 (d,


3J = 6.0 Hz, 6 H), 9.00 (d, 3J = 4.8 Hz, 2 H), 8.87 (s, 4 H), 8.83 (d, 3J =
4.8 Hz, 2 H), 8.18 (d, 3J = 5.9 Hz, 6 H), 8.12 (d, 3J = 8.7 Hz, 2 H), 7.31
(d, 3J = 8.9 Hz, 2 H), 4.31 (t, 3J = 7.5 Hz, 2 H), 3.44 (m, 2 H), 2.83 (m,
2 H), 2.76 (t, 3J = 7.5 Hz, 2 H), 2.48 (m, 2 H), 2.05 (m, 4 H), 1.62 (m,
2 H), 1.47 (m, 2 H), 0.89 (t, 3J = 7.4 Hz, 2 H), �2.86 ppm (br s, 2 H); CI-
MS: 848 ([M+H]+), 790 ([M�(CH2)3NH2+2 H]+), 733 ([M�(CH2)3NH-
(CH2)3NH2+2 H]+), 634 ([M�(CH2)4CONH(CH2)3NH(CH2)3NH2+2 H]+).


Synthesis of 7: Compound 6 (19 mg, 23 mmol) was dissolved in
CHCl3 (5 mL). 2 equivalents of HCl (1 m in Et2O, 52 mL) were added
to protonate the alkylamine functions; this caused partial precipita-
tion of the porphyrin, which was solubilized by adding the mini-
mum amount of MeOH (3 mL). Excess CH3I (100 eq, 170 mL) was
added, the flask was stoppered with a septum, and the reaction
mixture was stirred at room temperature and in the dark over the
weekend. The mixture was evaporated and taken in the minimum
of MeCN/MeOH (1:1), the charged compounds were precipitated
as hexafluorophosphate salts by adding saturated aqueous KPF6


and evaporating the organic solvents. The precipitate was filtered
on a fritted glass (porosity 4), washed thoroughly with water to
eliminate inorganic salts and washed with CH2Cl2 and CHCl3. The
chlorinated filtrates were colourless; this shows that all starting
material has disappeared. The precipitate was taken in MeOH and
dried. Yield 100 % (30 mg); purple-brown solid; 1H NMR (300 MHz,
CD3CN), d= 9.02 (m, 14 H), 8.84 (m, 6 H), 8.23 (m, 2 H), 7.41 (m, 2 H),
4.70 (s, 9 H), 4.34 (m, 2 H), 3.40 (m, 2 H), 3,17 (m, 2 H), 3.10 (m, 2 H),
3.03 (m, 2 H), 2.49 (m, 2 H), 2.11 (m, 4 H), 1.44 (m, 2 H), �2.90 ppm
(br s, 2 H). NB: whatever the NMR solvent used (CD3CN, CD3OD,
[D6]acetone, [D6]DMSO), some methylene peaks are superimposed
with solvent and/or water peaks, hence in these four cases there
are always less than ten clear methylene signals. ES+-MS, m/z :
1181.6 ([M�PF6]+), 1167.5 ([M�PF6�CH3+H]+), 1110.5 ([M�PF6�
CH3+H�(CH2)3NH2]+), 1021.5 ([M�2 PF6�CH3]+), 1007.5 ([M�
2 PF6�2 CH3+H ]+), 804.4 ([M�3 PF6�2 CH3+H�(CH2)3NH2]+), 747.4
([M�3 PF6�2 CH3+H�(CH2)3NH(CH2)3NH2]+), 647.3 ([M�3 PF6�
2 CH3+H�(CH2)4CONH(CH2)3NH(CH2)3NH2]+), 518.5 ([M�2 PF6]2 +),
511.3 ([M�2 PF6�CH3+H]2+), 438.4([M�3 PF6�CH3]2 +), 409.9
([(M�3 PF6�CH3�(CH2)3NH2]2+), 331.5 ([M�3 PF6�CH3+H�(CH2)4-
CONH(CH2)3NH(CH2)3NH2]2 +).


Synthesis of 3·Ni : Compound 7 (14 mg, 10 mmol) and nickel(ii)
acetate tetrahydrate (3 equiv, 7.5 mg) were heated in DMF (1 mL)
and 2,4,6-collidine (0.5 mL) at 110 8C in the dark for 3 h. The prod-
uct was precipitated as a hexafluorophosphate salt by adding satu-
rated aqueous KPF6, filtered on a fritted glass (porosity 4), washed
with water, taken in acetone and dried. Yield 90 % (12.5 mg); red-
orange solid.


Anion exchange was performed on DOWEX 1 � 8–200 resin (chlo-
ride form) by stirring a suspension of the porphyrin in water
(15 mL) at 50 8C for 48 h. The resin was filtered on a fritted glass
(porosity 3) and washed with MeOH, MeCN and H2O. The solvents
were evaporated, the product was taken in MeOH and dried. Yield
100 % (11 mg); red-orange solid. ES+-MS: m/z : 917.6 ([M�3 Cl�
2 CH3�H]+), 903.6 ([M�3 Cl�3 CH3]+), 458.8 ([M�3 Cl�2 CH3�H]2 +),
451.8 ([M�3 Cl�3 CH3]2 +). UV/Vis (H2O) lmax (e) = 418 (78 500),
532 nm (7400 mol�1 L cm�1).


Synthesis of 3·Mn : Compound 7 (14 mg, 10 mmol) and mangane-
se(ii) acetate tetrahydrate (8 equiv, 20 mg) were heated in DMF
(1 mL) and 2,4,6-collidine (0.5 mL) at 110 8C in the dark for 21=2 h. A
second batch of Mn(OAc)2·4 H2O (8 equiv, 20 mg) was added as an
aqueous solution (0.5 mL), and heating was maintained for an ad-
ditional 31=2 h. The product was precipitated as a hexafluorophos-
phate salt by adding saturated aqueous KPF6, filtered on a fritted


Table 2. Kinetic constants for the association (kon [m�1 s�1]) and dissociation
(koff [s�1]) of the given molecules with GC duplex, AT duplex and quadruplex
DNA, and corresponding affinity constants (Ka [m�1]). When fitted with a
nonequivalent two-site model, the second set of values corresponds to the
site of lower affinity.


1·Mn 2·Mn 3·Mn 4·MnMn[a]


GC duplex kon 0.42 � 103 3540 � 103 0.12 � 103 0.35 � 103


– 0.86 � 103 0.79 � 103 –
koff 3.66 � 10�3 153 � 10�3 0.012 � 10�3 2.52 � 10�3


– 15 � 10�3 10.5 � 10�3 –
Ka 0.11 � 106 23.14 � 106 10.0 � 106 0.14 � 106


– 0.06 � 106 0.07 � 106 –
AT duplex kon 0.81 � 103 3.23 � 103 0.18 � 103 5.27 � 103


– – 1.38 � 103 –
koff 3.05 � 10�3 10.9 � 10�3 0.004 � 10�3 3.24 � 10�3


– – 12.0 � 10�3 –
Ka 0.27 � 106 0.30 � 106 45.0 � 106 1.63 � 106


– – 0.11 � 106 –
Quadruplex kon 52.9 � 103 174 � 103 0.23 � 103 2.36 � 103


1.19 � 103 1.05 � 103 1.10 � 103 –
koff 19.2 � 10�3 103 � 10�3 0.003 � 10�3 2.07 � 10�3


1.56 � 10�3 4.65 � 10�3 7.22 � 10�3 –
Ka 2.76 � 106 1.69 � 106 76.7 � 106 1.14 � 106


0.76 � 106 0.23 � 106 0.15 � 106 –


[a] Fitted with a one-site Langmuir model. Fitting was not improved by
using a two-site model ; this reflects the complexity of the interaction (as
seen in the shape of the sensorgrams).


Table 3. IC50 values [mm] for the inhibition of telomerase, measured in a
TRAP assay.


1·H2 1·Ni 1·Mn 2·Ni 3·Ni 4·NiNi


IC50 6.5[a] 5[b] 25.9[b] 7.3[b] 12.8 9.9


[a] From ref. [19] . [b] From ref. [33] .
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glass (porosity 4), washed with water, taken in acetone and dried.
Yield 78 % (12 mg); green-brown solid.


Anion exchange was performed on DOWEX 1 � 8–200 resin (chlo-
ride form) by stirring the porphyrin in water (25 mL) at 50 8C for
48 h (final water volume 10 mL). The resin was filtered on a fritted
glass (porosity 3) and washed with MeOH, MeCN and water. The
solvents were evaporated, the product was taken in MeOH and
precipitated with diethyl ether. The precipitate was filtered,
washed with Et2O, taken in MeOH and dried. Yield 100 % (10 mg);
green-brown solid; ES+-MS: m/z : 815.3 ([M� 4 Cl�(CH2)3NH(CH2)3-
NH2+H�CH3]+), 800.4 ([M�4 Cl�(CH2)3NH(CH2)3NH2+H�2 CH3]+),
785.3 ([M�4 Cl�(CH2)3NH(CH2)3NH2+H� 3 CH3]+), 407.7 ([M�4 Cl�
(CH2)3NH(CH2)3NH2+H�CH3]2+), 400.3 ([M�4 Cl�(CH2)3NH(CH2)3-
NH2+H�2 CH3]2+), 391.7 ([M�4 Cl�(CH2)3NH(CH2)3NH2+H�3 CH3]2+);
UV/Vis (H2O) lmax (e) = 466 nm (40 000 mol�1 L cm�1).


Synthesis of 8 : Under anhydrous conditions, freshly dried 5
(90 mg, 0.123 mmol) was placed under argon and dissolved in dry
DMF (10 mL). BOP (2 equiv, 109 mg) was added as a solid, followed
by NMM (20 equiv, 0.27 mL). The reaction mixture was stirred at
room temperature for 30 min to form the activated ester. 1,4-dia-
minobutane (0.75 equiv, 10 mL) was added, and the solution was
stirred under argon at room temperature overnight. The porphyrin-
ic products were precipitated by the addition of diethyl ether
(80 mL), filtered and washed with Et2O. The crude mixture con-
tained only two major porphyrin bands and a trace of starting ma-
terial, as shown by TLC (SiO2, CH2Cl2/EtOH/aq. NH4OH 90:10:0.5).
Purification was achieved by silica gel column chromatography
(height 30 cm, i.d. 2.8 cm). The desired bisporphyrin was first
eluted with CH2Cl2/10 % EtOH/1 % NH4OH (65 mg, 70 %), and the
1:1 condensation product was eluted with CH2Cl2/15 % MeOH/1 %
NH4OH (30 mg, 30 %). Purple solids; 1H NMR (300 MHz, CDCl3), d=
9.05 (m, 4 H), 9.02 (m, 8 H), 8.95 (d, 3J = 5 Hz, 4 H), 8.84 (s, 8 H), 8.79
(d, 3J = 5 Hz, 4 H), 8.15 (m, 4 H), 8.13 (m, 8 H), 8.09 (d, 3J = 8.7 Hz,
4 H), 7.28 (d, 3J = 8.7 Hz, 4 H), 5.99 (t, 3J = 6 Hz, 2 H), 4.29 (m, 4 H),
3.42 (m, 4 H), 2.44 (m, 4 H), 2.05 (m, 8 H), 1.68 (m, 4 H), �2.85 ppm
(s, 4 H); ES+-MS: m/z : 1558.8 ([M+K]+), 1542.7 ([M+Na]+), 1520.7
([M+H]+), 884.6 ([M�PorphPhO(CH2)3+K]+), 868.5 ([M�Porph-
PhO(CH2)3+Na]+), 846.7 ([M�PorphPhO(CH2)3+H]+).


1:1 condensation product 9 : 1H NMR (300 MHz, CDCl3), d= 8.96
(m, 6 H), 8.80 (m, 8 H), 8.16 (m, 6 H), 8.05 (d, 3J = 8.7 Hz, 2 H), 7.25 (d,
3J = 8.7 Hz, 2 H), 4.24 (t, 3J = 5.7 Hz, 2 H), 3.27 (t, 3J = 6.5 Hz, 2 H),
3.00 (m, no integration due to water peak), 2.38 (t, 3J = 6.6 Hz, 2 H),
1.97 (m, 4 H), 1.66 (m, 4 H), �2.92 ppm (s, 2 H); CI-MS: 804
([M+H]+), 634 ([M�(CH2)4CONH(CH2)4NH2+H]+).


Synthesis of 10 : Compound 8 (23 mg, 15 mmol) was dissolved in
CHCl3/MeCN/MeOH (1:3:2 mL) at 70 8C. Excess MeI (1.5 mL) was
added, and the heating was maintained for 8 h in the dark. After
the mixture had been cooled to room temperature, the porphyrin
was precipitated with Et2O (50 mL). The red-brown precipitate was
filtered on a fritted glass (porosity 4), washed with Et2O and CH2Cl2,
taken in the minimum amount of hot MeCN/MeOH (1:1) and dried
under vacuum. Yield 98 % (35 mg); purple-brown solid; 1H NMR
(300 MHz, CD3CN), d= 9.04 (m, 28 H), 8.81 (m, 12 H), 8.12 (d, 3J =
8.7 Hz, 4 H), 7.37 (d, 3J = 8.7 Hz, 4 H), 6.53 (br t, 3J = 5.7 Hz, 2 H), 4.67
(s, 12 H), 4.66 (s, 6 H), 4.29 (m, 4 H), 3.23 (m, 4 H), 2.30 (t, 3J = 7.2 Hz,
4 H), 1.53 (m, 8 H), 1.26 (m, 4 H), �2.93 (s, 4 H); ES+-MS: m/z (as PF6


salt): 1095.1 ([M�2 PF6]2 +), 681.7 ([M�3 PF6]3 +), 475.1 ([M�4 PF6]4 +).


Synthesis of 4·NiNi : Compound 10 (35 mg, 14 mmol) and nickel(ii)
acetate tetrahydrate (3 equiv, 7.5 mg) were heated in DMF (3 mL)
and 2,4,6-collidine (0.5 mL) at 110 8C in the dark for 5 h. The prod-
uct was precipitated with Et2O (40 mL), filtered on a fritted glass


(porosity 4), washed with Et2O and CH2Cl2, taken in MeOH/H2O
(1:1) and dried. Anion exchange was performed on DOWEX 1 � 8–
200 resin (chloride form) by stirring a suspension of the porphyrin
in MeOH/H2O (1:2, 15 mL) at room temperature for 4 h. The resin
was filtered on a fritted glass (porosity 4) and washed with MeOH
and H2O. The solvents were evaporated and the product was dried
under vacuum. Yield 92 % (25 mg); red-orange solid; ES+-MS: m/z :
867.50 [M�4 Cl��4 CH3+H+]2 + , 860.50 [M�4 Cl��5 CH3+2 H+]2 + ,
852.50 [M�4 Cl��6 CH3+3 H+]2 + , 578.69 [M�4 Cl��4 CH3+H+]3 + ,
573.40 [M�4 Cl��5 CH3+2 H+]3 + , 568.74 [M�4 Cl��6 CH3+3 H+]3+ ;
UV/Vis (H2O) lmax (e) = 422 (160 500), 538 nm (15 200 mol�1 L cm�1).


Synthesis of 4·MnMn : Compound 10 (16 mg, 6.5 mmol) and man-
ganese(ii) acetate tetrahydrate (8 equiv, 12.5 mg) were heated in
DMF (1 mL) and 2,4,6-collidine (0.5 mL) at 110 8C in the dark for
3 h. A second batch of Mn(OAc)2·4 H2O (8 equiv, 12.5 mg) was
added as an aqueous solution (0.5 mL), and heating was main-
tained for an additional 3 h. The product was precipitated as a hexa-
fluorophosphate salt by adding saturated aqueous KPF6, filtered on
a fritted glass (porosity 3), washed with water, taken in acetone
and dried. Anion exchange was performed on DOWEX 1 � 8–200
resin (chloride form) by stirring the porphyrin in water (10 mL) at
50 8C for 90 h. The resin was filtered on a fritted glass (porosity 3)
and washed with MeOH, MeCN and water. The solvents were
evaporated, the product was taken in MeOH and precipitated with
diethyl ether. The precipitate was filtered, washed with Et2O, taken
in MeOH and dried. Yield 96 % (12.5 mg); green-brown solid;
ES+-MS: m/z : 357.7 [M�6 Cl�]5 + ; UV/Vis (H2O) lmax (e) = 466
(120 000 mol�1 L cm�1).


Surface plasmon resonance (BIACORE) analysis


Principle : Binding events between two molecules were monitored
in real time, without the use of any label, by using an optical phe-
nomenon called surface plasmon resonance (SPR). Biomolecular
binding events cause changes in the refractive index close to the
surface layer of a chip that are detected as changes in the SPR
signal. During a binding analysis, SPR changes occur as a solution
is passed over the surface of a sensor chip. To perform an analysis,
one interactant (ligand) is immobilized over a carboxymethylated
dextran matrix of a sensor chip. The sensor surface forms one wall
of a flow cell. A sample containing the other interactant (analyte)
is injected over this surface in a precisely controlled flow. The prog-
ress of interaction is monitored as a sensorgram that expresses
resonance units (RU) as a function of time. The analyte binds to
the surface-attached ligand during sample injection; this results in
an increase in signal. At the end of the injection, the sample is re-
placed by a continuous flow of buffer, and the decrease in signal
reflects dissociation of interactant from the surface-bound
complex.


Materials : All binding studies based on the SPR phenomenon were
performed on a four-channel BIACORE 3000 optical biosensor
instrument (BIAcore AB, Uppsala, Sweden). All experiments were
performed on sensor chips SA (sensor chips with streptavidin cova-
lently immobilized on a carboxymethylated dextran matrix) ob-
tained from BIAcore AB, Uppsala, Sweden.


Immobilization of biotinylated DNA probes : Both flow cells of an SA
streptavidin sensor chip were coated with biotinylated probes.
Three 5’-biotin-labelled oligonucleotide sequences (Eurogentec,
Belgium) were used in these experiments. Two hairpin duplexes
were chosen from previous published work,[36] referred to as
the 22-mer [(CG)4], (5’-TTCGCGCGCGTTTTCGCGCGCG sequence;
303 RU immobilized on flow cell 2) and the 20-mer [AATT] (5’-
CGAATTCGTCTCCGAATTCG sequence; 333 RU immobilized on flow
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cell 3) and the human telomeric quadruplex DNA, referred to as
the 22-mer [G4] , corresponding to 5’-AGGGTTAGGGTTAGGGT-
TAGGG sequence (328 RU immobilized on flow cell 4). No target
oligonucleotide was captured on flow cell 1, so it could be used as
a reference surface. All immobilization steps were performed at a
final DNA concentration of 10 nm and at a flow rate of 2 mL min�1.
Injections were stopped when sufficient RU levels were obtained.


BIA analysis : Binding analyses were performed with multiple injec-
tions of different compound concentrations over the immobilized
DNA surface at 25 8C. All samples were diluted in HBS-EP/KCl buffer
and were injected over the sensor surface for 5 min at a flow rate
of 20 mL min�1. All diluted samples were injected at the same time
over the four channels (flow cells). Flow cell 1 was used to obtain
control sensorgrams showing nonspecific binding to the streptavi-
din-coated surface as well as refractive-index changes resulting
from changes in the bulk properties of each solution. Control sen-
sorgrams were subtracted from sensorgrams obtained with immo-
bilized DNAs to yield true binding responses. Kinetics constants
were calculated by using BIAevaluation 4.0.1 software and ap-
parent association constants (Ka) were calculated as the ratio of
kon/koff.


For each molecule, we calculated kon, koff and Ka constants using
both one-site (Langmuir) and two-site algorithms and selected the
better fit corresponding to the lower Chi2 parameter value (not
shown).


Scatchard analysis : For all the molecules tested, data obtained
from sensorgrams were used for Scatchard analysis by using the
equation:


Req=C ¼ K a ðRmax�ReqÞ


here Req is the response at equilibrium in resonance units (RU), C is
the concentration of analyte in solution [nm] and Rmax is the theo-
retical maximum response (proportional to the amount of immobi-
lized ligand). Req was calculated by BIAevaluation 4.0.1 software. As
Rmax remains constant, a plot of Req/C versus Req has a slope of �Ka


in the case of the one-site model of interaction. The one-site or
nonequivalent two-site model of interaction was determined from
Scatchard plots.


Telomeric repeat amplification protocol, TRAP assay : Exponen-
tially growing HeLa cell cultures were trypsinized, washed in PBS
and S-100 extracts obtained as described.[40] Stock-protein concen-
tration was adjusted to 5 mg mm�3, flash-frozen and stored at
�80 8C. To assess telomerase activity, compounds were serially di-
luted in lysis buffer (range, 50 mm to 25 nm) and mixed 1:1 with
HeLa cell extract (1.25 mg; final volume 5 mm3). Extension and am-
plification reactions and electrophoresis were carried out as de-
scribed.[40] For quantification, autoradiographs were scanned in a
Storm 860 scanner, and the signal intensity of telomerase ladder
and PCR internal control (ITAS) were measured by using Image-
Quant v1.2 software. Dose-dependent PCR inhibition was observed
(diminished or absent internal control (ITAS) signal at concentra-
tions >25 mm) ; these data points were therefore excluded from
analysis. Regression curves and IC50 values were calculated by
using GraphPad Prism software, and values were expressed as per-
centage activity of an equal amount of untreated HeLa cell extract.
Negative controls were included in all assays by preincubating
HeLa extracts with RNAse for 10 min at 30 8C prior to the extension
reaction. All compounds were assayed in at least two separate
TRAP assays; regression curves for each compound were highly
reproducible.
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Introduction


Inflammation is a protective response of the host immune
system against microbial invasion and injury. Its duration and
magnitude are crucial to survival of the host, since an inade-
quate response results in immunodeficiency and can lead to
infection and cancer.[1] At the opposite end of the spectrum,
persistent or exaggerated immune activity results in the patho-
genesis of several diseases, such as rheumatoid arthritis,
Crohn’s disease, atherosclerosis, diabetes, and myocardial in-
farction.[2] In fact, if inflammation becomes systemic, as occurs
in sepsis, severe trauma, and major burn injury, it often results
in multisystem organ failure and death.


The initiation and resolution of the inflammatory response is
mediated by a network of proinflammatory cytokines (TNF-a,
IL-1b, IL-6, IL-8 and IL-12) and anti-inflammatory cytokines (IL-
10 and IL-1ra).[3] Given the significant role of cytokines in both
innate and adaptive immunity, their biosynthesis and action
are tightly regulated. Despite such elaborate regulation, inap-
propriate production of cytokines is often seen and has been
associated with significant pathology. These observations have
led to the identification of cytokines and related signaling
pathways as very important therapeutic targets.


At the intracellular level, the production of most cytokines is
regulated by a family of heteromeric transcription factors, col-
lectively referred to as nuclear factor-kappa B (NF-kB).[4] In its
resting state, NF-kB is sequestered in the cytoplasm, where it
remains bound to inhibitory proteins, termed IkB. Various in-
flammatory stimuli induce phosphorylation of IkB leading to
dissociation of NF-kB from its inhibitors. Once separated from


IkB, NF-kB translocates into the nucleus, binds to the target
DNA, and initiates gene expression of the inflammatory cyto-
kines.[5]


Recent insights into this complex biological event have led
to the development of therapeutic strategies aimed at control-
ling the extent of inflammation by regulating cytokine synthe-
sis.[6] From a chemistry perspective, these strategies often
depart from information on natural products from medicinal
herbs, whose extracts have been used in traditional medi-
cines.[7] One such example is acanthoic acid (1; Scheme 1), a
novel pimarane diterpene that was isolated from the root bark
of Acanthopanax koreanum Nakai (Araliaceae).[8] Crude extracts
of this plant have been used in traditional Korean medicine as
a tonic and sedative, as well as a remedy for the treatment of
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The synthesis and the biological evaluation of a new family diter-
penes are presented. The synthetic studies were inspired by the
structural framework of acanthoic acid (1) and yielded a family
of compounds that were evaluated as anti-inflammatory agents.
Among them, compounds 2, 10, 12, and 16 exhibited a very low
nonspecific cytotoxicity and inhibited the synthesis of TNF-a with
greater than 65 % efficacy at low micromolar concentrations. Cy-
tokine-specificity studies revealed that these compounds also in-
hibited the synthesis of the proinflammatory cytokines IL-1b and


IL-6, while inhibition of IL-1ra and IL-8 synthesis was marginal
and only occurred at high concentrations. Further studies,
through EMSA and Western blot analyses, indicated that these
compounds decreased the extent of phosphorylation of IkBa ;
this suggests that they exert their anti-inflammatory profile by in-
hibiting NF-kB-mediated cytokine synthesis. These findings imply
that these diterpenes represent promising leads for the develop-
ment of novel anti-inflammatory agents.
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rheumatism. More recently, studies revealed that 1 suppresses
the production of IL-1b and TNF-a at 10 mg mL�1, is orally
active, and has no significant toxicity in a rodent model of
chronic inflammation.[9]


Inspired by the medicinal potential of acanthoic acid, we
sought to develop a synthetic route to this and related struc-
tures with ultimate goal of improving upon the biological ef-
fects of the parent molecule.[10] Our synthetic strategy towards
1 allowed us to access new series of analogues and evaluate
the overall structure of the natural product as a function of its
activity. These studies led to the identification of a structural
motif, represented by 2 (Scheme 1), that differs from the
parent molecule only in the composition of the C ring.[11] Ana-
logues of this family exhibited a low nonspecific cytotoxicity
and inhibited TNF-a synthesis at low micromolar concentra-
tions. Among them, the best results were obtained with
methyl ester 2. To further improve upon its activity, we sought
to evaluate the role of the ester functionality by studying ana-
logues of generic structure 3. Herein, we report the synthesis
and evaluation of these compounds as modulators of
cytokine synthesis.


Results and Discussion


Synthesis of C4 analogues of compound 2


The synthesis of all analogues is highlighted in
Schemes 2 and 3, below. Methyl ester 2, featuring
the tricyclic scaffold of acanthoic acid, was synthe-
sized as reported previously[11] and its structure was
further confirmed via X-ray analysis.[12] Reduction of 2
with diisobutylaluminum hydride (DIBAL-H) produced
primary alcohol 4 (94 % yield) that was converted to
compound 7 upon esterification with chloroacetyl
chloride (82 % yield, Scheme 2). Treatment of 7 with
morpholine and piperazine gave rise to adducts 8
and 9 in 71 % and 86 % yield, respectively. The latter
compound was treated with p-toluenesulfonyl chlor-
ide to afford the tosylamide 10 in 82 % yield. Ana-
logues 11 and 12 were synthesized by treating alco-
hol 4 with methanesulfonyl chloride and ethyl pro-
piolate, respectively. In a similar manner, treatment of
4 with excess succinic and glutaric anhydride pro-
duced the corresponding acids in 78 and 71 % yields.
Amides 15–17 were synthesized by a sequence of re-
actions that included oxidation of alcohol 4 to acid 6,
conversion of 6 to its acyl chloride and in situ treat-
ment of the latter with excess amine. This sequence


produced the desired amides in three steps and 61–67 % com-
bined yield (Scheme 2).


The synthesis of homologated analogues of 2 is shown in
Scheme 3. Treatment of aldehyde 5 with MeOCH2PPh3Cl and
tBuOK, followed by acid-induced deprotection of the resulting
vinyl ether afforded the one-carbon-extended aldehyde 22
(54 % yield). Oxidation of 22 produced carboxylic acid 23 (96 %
yield) that upon exposure to TMSCHN2 produced quantitatively
methyl ester 24. Derivative 20, extended by two carbons, was
formed by treating aldehyde 5 with triethyl phosphonoacetate
and sodium hydride and reducing the resulting conjugate
ester 18 with Mg in methanol (2 steps, 61 % yield). Hydrolysis
of esters 18 and 20 with lithium hydroxide produced acids 19
and 21, respectively. Implementation of this strategy to alde-
hyde 22 allowed the formation of the three-carbon-extended
analogues (Scheme 3).


Cytotoxicity and TNF-a inhibition studies


The cytotoxicity of the synthesized compounds was evaluated
by using human peripheral blood mononuclear cells (HPBMC).
This assay consists of pretreating the cells with various concen-
trations of the analogues and subsequently evaluating their
metabolism and viability by using resazurin-based fluorescence
measurements.[13] Resazurin (Alamar blue) is reduced in mito-
chondria to a product whose fluorescence intensity is used as
an indicator of the cell’s energetic capacity and viability.


Scheme 1. Structures of acanthoic acid (1) and related analogues.


Scheme 2. Reagents and conditions: a) 4 equiv DIBAL-H, CH2Cl2, �78 8C, 1 h, 94 %;
b) 1.3 equiv Dess Martin [O], CH2Cl2, 0 8C, 3 h, 73 %; c) 1.5 equiv chloroacetyl chloride,
2.0 equiv pyridine, DMAP (cat), CH2Cl2, 0 8C, 2 h, 82 %; d) 3.0 equiv morpholine, CH2Cl2, reflux,
12 h, 71 %; e) 3.0 equiv piperazine, CH2Cl2, reflux, 12 h, 86 %; f) 1.4 equiv TsCl, 2.0 equiv Et3N,
CH2Cl2, 15 h, 25 8C, 82 %; g) For 11: 2.0 equiv MsCl, 3.0 equiv pyridine, CH2Cl2, 25 8C, 3 h,
89 %; for 12 : 2.5 equiv 4-methyl morpholine, 1.44 equiv ethyl propiolate, CH2Cl2, 0 to 25 8C,
15 h, 64 %; for 13 : 1.16 equiv succinic anhydride, DMAP (cat), CH2Cl2, 25 8C, 8 h, 78 %; for 14 :
1.2 equiv glutaric anhydride, DMAP (cat), CH2Cl2, 25 8C, 10 h, 71 %; h) 3.0 equiv NaH2PO4·H2O,
3.0 equiv CH3CH=C(CH3)2, 3.0 equiv NaClO2, tBuOH/H2O 2/1, 25 8C, 1 h, 96 %; i) 3.0 equiv
(COCl)2, DMF (cat), 4.0 equiv amine, CH2Cl2, 3 h, 25 8C, 87 % for 15, 91 % for 16, 95 % for 17.
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The cytotoxicity studies were performed at eight
different concentrations of analogues based on a
half-log dilution titration (final concentrations: 10,
3.17, and 1 mg mL�1, 317, 100, 31.7, 10, and
3.17 ng mL�1). In these experiments, staurosporin at
10 mm was used as a positive control. The data were
collected after 28 hours of incubation, and the results
are presented as EC50 and cytotoxicity efficacy in
Table 1.


In a similar manner, we assayed the ability of the
synthetic diterpenes to decrease lipopolysaccharide
(LPS)-induced TNF-a production in HPBMC cells
(Table 1). It is known that LPS treatment increases the
synthesis of TNF-a in HPBMC cells.[14] With this in
mind, cells were pretreated with our synthetic diter-
penes and subsequently incubated with LPS for 4 h.
The TNF-a production was assayed in cell superna-
tants with a human TNF-a ELISA kit. These results are
presented as IC50 and total inhibition efficacy.


The synthesized analogues were evaluated by
using the following criteria : a) The IC50 value for TNF-
a inhibition should be low and the total inhibition
should be greater than 50 % and b) inhibition of TNF-


Table 1. Cytotoxicity and TNF-a inhibition data of analogues.[a]


compound (structure) cytotoxicity (after 28 h) TNF-a inhibition (after 4 h)
EC50 [mm] Efficacy [%] IC50 [mm] Efficacy [%]


1 4 : R = H NT NA 7.9 38
2 7: R = COCH2Cl 10.7 92 7.4 94


3 11.7 99 7.5 98


4 3.0 99 3.3 99


5 NT NA 0.2 65


6 11: R = COCH2C 7.6 70 4.9 96
7 12 : R = COCH2C NT NA 11.4 72
8 13 : R = COCH2C NT NA inactive NA
9 14 : R = COCH2C NT NA inactive NA


10
2 : X = OMe 5.7 98 2.2 99


11 6 : X = OH 25.8 66 18.8 90
12 15 : X = N(CH2CH2OH)2 8.7 99 3.1 99


13 5.1 99 3.2 99


14 NT NA inactive NA


15 19 : R = CH=CHCO2H NT NA inactive NA
16 21: R = CH2CH2CO2H NT NA inactive NA
17 23 : R = CH2CO2H NT NA inactive NA
18 24 : R = CH2CO2OMe 6.0 99 3.3 90
19 25 : R = CH2CH=CHCO2Me 8.1 73 5.1 98
20 26 : R = CH2CH=CHCO2H NT NA inactive NA
21 28 : R = CH2CH2CH2CO2H NA 38 6.7 92


[a] Nontoxic (NT) is used when at least 80 % of the cells survived after 28 h of incubation with the compound tested at the highest concentration
(10 mg mL�1). In these cases, the efficacy could not be measured and is not available (NA). “Inactive” is used to indicate that a compound tested at the
highest dose (10 mg mL�1) did not inhibit TNF-a synthesis. The efficacy is defined as: [1�(fluorescence of reduced resazurin or measured TNF-a level/corre-
sponding value of DMSO control)] � 100 %.


Scheme 3. Reagents and conditions: a) 5 equiv MeOCH2PPh3Cl, 4.8 equiv tBuOK, THF, 0.5 h,
25 8C; 1.0 equiv p-toluene sulfonic acid, acetone, 0 8C, 54 %; b) 3.0 equiv NaH2PO4·H2O,
3.0 equiv CH3CH=C(CH3)2, 3.0 equiv NaClO2, 1 h, 25 8C, 96 %; c) 5.0 equiv TMSCHN2, 5.0 equiv
HCl, MeOH, 0 8C, 0.5 h, 100 %; d) 1.6 equiv NaH, 2.3 equiv triethyl phosphonoacetate, THF,
reflux, 16 h, 70 %; e) excess LiOH, THF/H2O, 60 8C, 12 h, 76 %; f) 37 equiv Mg, MeOH, 25 8C,
12 h, 87 %; g) excess LiOH, THF/H2O, 60 8C, 12 h, 71 %; h) 3 equiv Ph3P=CHCO2Me, CH2Cl2,
25 8C, 15 h, 84 %; i) 5 equiv LiOH, THF/H2O, 60 8C, 12 h, 95 %; j) 10 equiv Mg, MeOH, HCl,
25 8C, 15 h, 54 %; k) 5 equiv LiOH, THF/H2O, 65 8C, 12 h, 81 %.
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a synthesis should occur at concentrations at which the com-
pound does not display a nonspecific cytotoxicity, even after
an extended period of incubation (28 h). Using these guide-
lines we can draw the following conclusions from the data
shown in Table 1:


a) Comparison of entries 11, 15, 16, 17, 20, and 21 suggests
that homologation of the C4 carboxylic acid results in com-
pounds that are inactive. This trend is also observed for
the extended carboxylic acids 13 and 14 (entries 8 and 9).


b) Comparison of the different esters suggests that homolo-
gation decreases the ability of these compounds to sup-
press TNF-a synthesis (higher IC50 values). Among the
esters, the most promising compound is the C4 methyl
ester 2 (entry 10).


c) Comparison of the C4 carboxylic acid derivatives (entries
10–14) indicates that amides 15 and 16 display comparable
biological activities with ester 2. Compounds 2, 15, and 16
are superior to carboxylic acid 6 in terms of TNF-a synthe-
sis inhibition and overall efficacy.


d) Comparison of the C17 hydroxyl group derivatives (entries
1–9) indicates that compounds 10 and 12 are the most
potent, since they are not toxic and inhibit TNF-a synthesis
with greater than 50 % overall efficacy.


The above results suggest that across all series compounds
2, 10, 12, and 16 show a promising activity. They were there-
fore selected for further evaluation in suppressing the produc-
tion of other cytokines.


Cytokine inhibition studies


The recent availability of pure recombinant cytokines and mo-
lecular probes for their genes has led to a better understand-
ing of their role in regulating cell activities.[3] It is now clear
that cytokines have a broad range of properties including plei-
otropism (a given cytokine exerts different effects in different
cells), redundancy (two or more cytokines mediate similar func-
tions), synergism (the combined effect of two cytokines is
greater than the additive effect of each individual protein), and
antagonism (the effect of one cytokine inhibits the effect of
another). The complexity of such concurrent messages that
any one cell can receive may result in a multiplicity of checks
and balances that limit the duration and extent of the inflam-
matory response. Along these lines, it has been suggested that
a simultaneous inhibition of multiple proinflammatory cyto-
kines is more beneficial for the control of chronic inflamma-
tion. For example, simultaneous inhibition of the proinflamma-
tory cytokines TNF-a and IL-1b was shown to reduce dramati-
cally inflammation in patients with rheumatoid arthritis.[15]


To study the profile of our analogues with respect to cyto-
kine inhibition, we compared their ability to modulate the pro-
duction of the proinflammatory cytokines TNF-a, IL-1b, IL-8,
and IL-6 and that of the anti-inflammatory cytokine IL1-ra. The
experiments were performed by using the Cytosets assay kits.
The levels of different cytokines were measured from HPBMC
cells treated with the above analogues and subsequently
stimulated with LPS. These results are expressed in percentage
of cytokine inhibition (Figure 1).


Figure 1. Cytokine selectivity for compounds 2, 10, 12, and 16.
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All compounds showed a dose-dependent inhibition of TNF-
a, IL-1b, and IL-6 synthesis, while in most cases the synthesis
of IL-1ra and IL-8 was inhibited only at high concentrations.
Administration of 1 mm of analogue 2 resulted in about 30 %
inhibition of TNF-a and 60 % inhibition of IL-1b and IL-6. At
this concentration, the production levels of IL-1ra and IL-8
were not affected. At higher concentrations of 2 (10 mm), we
observed inhibition of IL-8 and IL-1ra synthesis in the range of
40–50 %, while the inhibition of TNF-a, IL-1b, and IL-6 synthesis
reached a plateau between 90–99 %.


Analogue 10 showed even more impressive cytokine inhibi-
tion data, since it potently inhibited the synthesis of TNF-a, IL-
1b, and IL-6 but did not affect the synthesis of IL-1ra and IL-8
at any concentration up to ~18 mm, which represents the max-
imum tested concentration. At a
concentration of 1 mm of com-
pound 10, the inhibition of TNF-
a synthesis reached a plateau at
about 65 %, while IL-1b and IL-6
were both inhibited by about
95 %.


Compound 12 was found to
be less active than 2 and 10
since at 1 mm it inhibited only
about 20 % of TNF-a and IL-6
synthesis. At this concentration
no effect was observed for IL-1b,
IL-1ra, and IL-8 synthesis. At
10 mm, the inhibition of both
IL-1ra and IL-8 was negligible,
while the synthesis of TNF-a, IL-1b, and IL-6 was inhibited by
about 80 %.


Compound 16 showed similar data with 12. Incubation with
1 mm of 16 led to inhibition of IL-1b and IL-6 synthesis by
about 20–50 %. At higher concentrations of 16 (10 mm), TNF-a,
IL-1b, and IL-6 were inhibited by about 90 %, while IL-1ra and
IL-8 were affected by about 30–50 %.


While these data suggest that our compounds inhibit the
synthesis of multiple cytokines, it is possible that a potent in-
hibition of TNF-a and/or IL-1b might result in inhibition of
downstream cytokines like IL-6, IL-8, and IL-1ra. Administration
of TNF-a inhibitors has been shown to reduce the levels of IL-
1b and IL-6.[16, 17] In addition, IL-8 release has been shown in
vivo to be partially dependent upon TNF-a following LPS ad-
ministration.[18] IL-8 levels were also shown to be induced by
IL-1b infusion in primates.[19] Due to the ability of TNF-a and
IL-1b to induce multiple cytokines, further studies are required
to determine the selectivity of these compounds for cytokine
inhibition.


Inhibition of NF-kB activation and IkBa phosphorylation
studies


The induction of most cytokine genes requires activation of a
small group of closely related transcription factors, collectively
known to as NF-kB, who play a pivotal role in controlling
innate and adaptive immunity.[4] The NF-kB pathway is activat-


ed through a series of events that are also mediated by a cas-
cade of kinases, many of which are believed to be unique to
that pathway.[5] In its nonactivated state, NF-kB is retained in
the cytoplasm by interaction with inhibitory proteins, referred
to as IkB.[20] NF-kB-activating stimuli lead to phosphorylation of
IkB; the phosphorylated IkB then undergoes polyubiquitina-
tion and is subsequently degraded by the proteasome. This
event allows the liberated NF-kB to translocate to the nucleus,
where it binds to its cognate DNA and activates the transcrip-
tion of the cytokine genes.


In order to investigate the effects of these newly synthesized
diterpenes on the NF-kB pathway, we performed electropho-
retic mobility shift assay (EMSA) using specific oligonucleotide
probes for the NF-kB binding regions. As shown in Figure 2,


the LPS/IFNc-dependent activation of NF-kB, evaluated by
EMSAs, was significantly impaired when cells were incubated
with analogue 2. The binding activity was evaluated over a
2 hour period, and binding was decreased by 67 % on average,
at all time-points analyzed. Because NF-kB activation is very
rapid in these cells (20–30 min after LPS challenge), the lack in
activation at later times in cells pretreated with analogue 2
precludes that the effect of this molecule could be attributed
to a delayed activation in the pathway. In agreement to this at-
tenuated NF-kB activity, the degradation of IkBa and IkBb was
less effective in activated cells treated with analogue 2 (data
not shown).


The effects of the selected analogues on the NF-kB pathway
were further evaluated by examining the extent of IkBa phos-
phorylation in LPS-stimulated HPBMC cells that were pretreat-
ed with compounds 2, 10, 12, and 16 at 10 mm concentration
(Figure 3).[21] The IkBa phosphorylation assay was first validat-
ed by performing a time-course experiment of LPS stimulation.
The optimal condition for LPS-induced IkBa phosphorylation
was then used to evaluate the effect of selected analogues in
inhibiting IkBa phosphorylation. During the course of this
study, we also evaluated the cells and did not observe any cell
lysis or other morphological changes that might be due to cy-
totoxicity (data not shown). The Western blot analysis of the
phosphorylated IkBa (p-IkBa) and total IkBa is shown in
Figure 3. The results demonstrate that all tested analogues in-
hibited the phosphorylation of IkBa as compared to the con-


Figure 2. Inhibitory effect on NF-kB activation in LPS/IFN-c-stimulated RAW264.7 cells treated with analogue 2.
RAW264.7 cells were pretreated for 15 min with 10 mm of analogue 2 and then activated for the indicated periods of
time with 200 ng mL�1 of LPS and 20 units mL�1 of recombinant murine IFN-c. C = DMSO control. Nuclear extracts
were used to determine the NF-kB binding activity by EMSA.
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trol experiment (DMSO, column 2). The most significant inhibi-
tion was observed with compounds 2 and 16 (columns 3 and
6, respectively), followed by 10 and 12. Specifically, at a con-
centration of 10 mm, compounds 2 and 16 were found to in-
hibit IkBa phosphorylation by about 96 %, while analogues 10
and 12 inhibited this phosphorylation only by 67–71 %. These
findings suggest a possible mechanism of action involving in-
hibition of IkBa phosphorylation that is in line with our previ-
ous observations on inhibition of cytokine synthesis and EMSA
data.


Conclusion


Encouraged by the medicinal potential of acanthoic acid (1),
we developed a program directed toward the synthesis of re-
lated structural motifs (such as 2 and 3) and their study as
novel anti-inflammatory agents. Our synthetic analogues were
designed based on the diterpene backbone of the parent
structure and aimed to explore the biological significance of
the carboxylic acid residue, which is located at the C4 carbon
center. Homologation of the carboxylic acid by one, two, or
three carbons resulted in considerable loss of the anti-inflam-
matory properties as evidenced by their decreased ability to
inhibit TNF-a synthesis. From the nonhomologated analogues,
compounds 2, 10, 12, and 16 at low micromolar concentra-
tions exhibited a very low nonspecific cytotoxicity and inhibit-
ed the production of TNF-a with greater than 65 % overall effi-
cacy. Cytokine-inhibition studies revealed that the selected
compounds also inhibited the synthesis of the proinflammato-
ry cytokines IL-1b and IL-6, while in most cases IL-8 and the
anti-inflammatory cytokine IL-1ra were inhibited marginally
and only at high concentrations. Further studies, including
EMSA analysis of NF-kB activation and Western blotting of
IkBa phosphorylation status, suggested that these compounds
may exert their anti-inflammatory profile by inhibiting NF-kB-
mediated cytokine synthesis. The above findings imply that
these compounds and related family members represent
promising leads for the development of novel anti-inflammato-
ry agents.


Experimental Section


General techniques : All reagents were commercially obtained (Al-
drich, Acros) at highest commercial quality and used without fur-
ther purification except where noted. Air- and moisture-sensitive
liquids and solutions were transferred with a syringe or stainless
steel cannula. Organic solutions were concentrated by rotary evap-
oration below 45 8C at approximately 20 mm Hg. All nonaqueous
reactions were carried out under anhydrous conditions with flame-
dried glassware within an argon atmosphere in dry, freshly distilled
solvents, unless otherwise noted. Tetrahydrofuran, diethyl ether, di-
chloromethane, toluene, and benzene were purified by passage
through a bed of activated alumina. N,N-diisopropylethylamine
(DIPEA), diisopropylamine, pyridine, triethylamine (TEA), and boron
trifluoride etherate were distilled from calcium hydride prior to
use. Dimethyl sulfoxide and dimethylformamide were distilled from
calcium hydride under reduced pressure (20 mm Hg) and stored
over 4 � molecular sieves until needed. Yields refer to chromatog-
raphically and spectroscopically (1H, 13C NMR) homogeneous mate-
rials, unless otherwise stated. Reactions were monitored by thin-
layer chromatography carried out on 0.25 mm Merck silica gel
plates (60F-254) with UV light as the visualizing agent and 10 %
ethanolic phosphomolybdic acid (PMA) or p-anisaldehyde solution
and heat as developing agents. Merck silica gel (60, particle size
0.040–0.063 mm) was used for flash chromatography. Preparative
thin-layer chromatography separations were carried out on 0.25 or
0.50 mm Merck silica gel plates (60F-254). NMR spectra were re-
corded on Varian Mercury 400 and/or Unity 500 MHz instruments
and calibrated by using the residual non-deuterated solvent as an
internal reference. IR spectra were recorded on a Nicolet 320
Avatar FTIR spectrometer. Optical rotations were recorded on a
Jasco P-1010 polarimeter, and values are reported as follows: [a]T


l


(c : g per 100 mL, solvent). High-resolution mass spectra (HRMS)
were recorded on a VG 7070 HS mass spectrometer under chemical
ionization (CI) conditions or on a VG ZAB-ZSE mass spectrometer
under fast atom bombardment (FAB) conditions. X-ray data were
recorded on a Bruker SMART APEX 3 kW sealed tube X-ray diffrac-
tion system.


Alcohol 4 : A solution of ester 2 (301 mg, 0.95 mmol) in CH2Cl2


(5 mL) was cooled at �78 8C and treated with 4.0 equiv DIBAL-H
(3.8 mL, 3.8 mmol, of 1.0 m in CH2Cl2). After the solution had been
stirred for 30 min at �78 8C, the reaction was quenched with meth-
anol (0.5 mL). The solution was diluted with ethyl acetate (10 mL),
allowed to warm to 25 8C, and stirred for 1 h with a saturated so-
lution of Rochelle salt (10 mL). The mixture was extracted with
ethyl ether (3 � 10 mL), and the organic layers were collected, dried
(MgSO4), and concentrated under vacuum. The residue was puri-
fied by column chromatography (silica, 2 to 10 % diethyl ether in
hexanes) to give alcohol 4 (256 mg, 0.89 mmol, 94 %) as a white
solid. Rf = 0.55 (30 % Et2O/hexane); [a]25


D =++ 70 (c = 1.3, benzene);
1H NMR (400 MHz, CDCl3): d= 5.95 (dd, J = 11.2 Hz, J = 12 Hz, 1 H),
5.46 (m, 1 H), 4.98 (t, J = 8 Hz, 2 H), 3.82 (d, J = 12 Hz, 1 H), 3.52 (d,
J = 12 Hz, 1 H), 2.07–1.57 (m, 6 H), 1.51–1.42 (m, 5 H), 1.27–1.23 (m,
6 H), 1.05 (s, 3 H), 1.02 (s, 3 H), 0.95 (s, 3 H); 13C NMR (CDCl3,
100 MHz): d= 150.4, 142.5, 117.1, 112.3, 64.9, 45.7, 42.1, 41.1, 38.4,
37.5, 35.4, 29.8, 26.3, 26.0, 25.0, 23.4, 19.1, 18.5; IR (film) ñmax =
3495, 2982, 1597, 1436, 1285, 1128 cm�1; HRMS calcd for C20H32O:
311.2351 [M+Na+] ; found 311.2362.


Aldehyde 5 : A solution of alcohol 2 (245 mg, 0.85 mmol) in CH2Cl2


(5 mL) at 0 8C was treated with Dess–Martin periodinane (433 mg,
1.02 mmol) added in three portions over a period of 3 h. After
complete consumption of the starting material (TLC chromatogra-
phy), the reaction was quenched with aqueous saturated sodium


Figure 3. Phosphorylation of IkBa in LPS-stimulated HPBMC treated with ana-
logues 2, 10, 12, and 16. Cells of HPBMC were pretreated for 1 h with 10 mm


of each analogue and then stimulated with 20 ng mL�1 LPS for 1 h. Equal
amounts of protein were loaded for Western blot analysis from each cell lysate.
DMSO was used as a control (lanes 1 and 2). Lanes 3, 4, 5 and 6 represent
analogues 2, 10, 12, and 16, respectively. The percentage of inhibition of IkBa


phosphorylation was comparable to the DMSO/LPS treated cells (lane 2). Anti-
tubulin antibody was used to confirm the equal loading of proteins.
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thiosulfate (20 mL). The mixture was extracted with CH2Cl2 (3 �
10 mL) and purified through column chromatography with pure
hexane to afford aldehyde 5 (173.8 mg, 0.62 mmol, 73 %) as a
white solid. Rf = 0.3 (20 % Et2O/hexane); [a]25


D =�142 (c = 1.1, ben-
zene); 1H NMR (CDCl3, 400 MHz): d= 9.94 (s, 1 H), 5.94 (dd, J = 16.8,
12 Hz, 1 H), 5.53 (d, J = 4.2 Hz, 1 H), 5.01–4.957 (m, 2 H), 2.10–2.03
(m, 4 H), 1.95–1.86 (m, 3 H), 1.71–1.42 (m, 7 H), 1.28–1.23 (m, 2 H),
1.07 (s, 3 H), 1.02 (s, 3 H), 0.96 (s, 3 H); 13C NMR (CDCl3, 100 MHz):
d= 206.4, 148.1, 142.4, 118.1, 112.39, 48.2, 46.6, 41.8, 40.7, 38.2,
37.7, 36.7, 35.1, 25.0, 24.5, 23.9, 23.3, 20.5, 19.6, 18.5; IR (film) ñmax =
2980, 1695, 1452, 1361, 1175, 921 cm�1; HRMS, calcd for C20H30O:
287.2375 [M+H+] ; found 287.2392.


Carboxylic acid 6 : NaH2PO4.H2O (298.6 mg, 2.164 mmol) was
added to a solution of aldehyde 3 (207.4 mg, 0.722 mmol) in
tBuOH/H2O (2:1, 6 mL). The reaction mixture was stirred to dissolve
completely the salt and then treated at 25 8C with 2-methylbut-2-
ene (1.082 mL, 2.164 mmol, 2.0 m in THF) and, after 30 min, with
NaClO2 (195.7 mg, 2.164 mmol). The reaction was completed
within 1 h, and at that time the yellow color of the reaction mix-
ture was faded. The reaction mixture was diluted with H2O (10 mL),
and the organic residue was extracted with ethyl acetate (3 �
10 mL). The organic layers were collected, dried (MgSO4), and con-
centrated under vacuum, and the residue was separated by chro-
matography (silica, 4–10 % diethyl ether in hexane) to afford acid 6
(210 mg, 0.69 mmol, 96 % yield) as a white solid. Rf = 0.5 (40 %
Et2O); [a]25


D =�134.2 (c = 1.1, benzene); 1H NMR (CDCl3, 400 MHz):
d= 5.60 (dd, J = 17.2, 10.4 Hz, 1 H), 4.97 (dd, J = 10.4, 2.0 Hz, 1 H),
4.76 (dd, J = 17.2, 2.0 Hz, 2 H), 2.2 (d, J = 12.6 Hz, 1 H), 2.0–1.3 (m,
16 H), 1.258 (s, 3 H), 1.046 (s, 3 H), 0.929 (s, 3 H); 13C NMR(CDCl3,
100 MHz): d= 184.3, 146.5, 139.0, 129.9, 112.6, 43.8, 41.3, 39.2, 37.6,
37.4, 36.4, 29.8, 28.7, 26.2, 25.0, 20.8, 19.6, 19.0, 18.1, 15.4; IR (film)
ñmax = 3305, 2987, 1732, 1655, 1070 cm�1; HRMS: calcd for C20H30O2 :
303.2324 [M+H+] ; found 303.2319.


Chloroacetyl ester 7: Chloroacetyl chloride (23 mg, 0.20 mmol)
was added to a stirred solution of alcohol 4 (40.1 mg, 0.139 mmol)
and DMAP (10 mg) in CH2Cl2 (10 mL) at 0 8C. After the mixture had
been stirred for 2 h at 25 8C, the reaction was quenched with water
(10 mL) and extracted with ethyl ether (3 � 10 mL). The organic
layer was dried (MgSO4) and concentrated, and the residue was pu-
rified through column chromatography (silica, 2–10 % diethyl ether
in hexane) to produce ester 7 (39 mg, 0.114 mmol, 82 %) as a color-
less liquid. Rf = 0.35 (40 % Et2O); [a]25


D =�95.6 (c = 1.2, benzene);
1H NMR (CDCl3, 400 MHz): d= 5.93(dd, J = 11.2, 13 Hz, 1 H), 5.48
(br d, 1 H), 5.01–4.96 (m, 2 H), 4.43 (d, J = 10.4 Hz, 1 H), 4.13(d, J =
10.8 Hz, 1 H), 4.06 (s, 2 H), 2.09–1.96 (m, 3 H), 1.92–1.71(m, 2 H),
1.65–1.42 (m, 14 H), 1.22 (s, 3 H), 1.14 (s, 3 H) 0.97 (s, 3 H); 13C NMR
(CDCl3, 100 MHz): d= 167.3, 150.0, 142.3, 117.4, 112.5, 68.6, 45.9,
42.2, 41.1, 40.9, 38.0, 37.7, 37.4, 36.0, 29.8, 26.7, 26.0, 25.0, 23.4,
19.9, 19.1, 18.8; IR (film) ñmax = 2985, 1735, 1708, 1215, 950 cm�1;
HRMS: calcd for C22H33ClO2 : 365.2247 [M+H+] ; found 365.2256.


Morpholine 8 : Morpholine (15 mg, 0.17 mmol) was added to a so-
lution of chloride 7 (24 mg, 0.066 mmol) in CH2Cl2 (5 mL), and the
reaction mixture was stirred under reflux for 12 h. The reaction was
then quenched with water and extracted with CH2Cl2 (3 � 30 mL).
The organic layer was dried (MgSO4) and concentrated, and the
residue was purified through column chromatography (silica, 20 %
diethyl ether in hexane) to afford morpholine 8 (20 mg, 0.05 mmol,
71 %) as an oil. Rf = 0.3 (80 % Et2O in hexanes); [a]25


D =�89.5 (c =
1.2, benzene); 1H NMR (CDCl3, 400 MHz): d= 5.94 (dd, J = 17.6,
11.2 Hz, 1 H), 5.47 (m, 1 H), 5.00–4.95 (m, 2 H), 4.36 (d, J = 10.8 Hz,
1 H), 4.05 (d, J = 10.8 Hz, 1 H), 3.75–3.73 (m, 4 H), 3.20 (s, 2 H), 2.58–
2.56 (m, 4 H), 2.08–1.42 (m, 16 H), 1.24 (s, 3 H), 1.05 (s, 3 H), 0.92 (s,


3 H); 13C NMR (CDCl3, 100 MHz): d= 170.2, 150.0, 142.3, 117.3, 112.4,
81.5, 67.0, 66.8, 59.6, 53.3, 52.0, 45.9, 42.2, 41.0, 38.0, 37.7, 37.2,
29.8, 26.9, 26.0, 25.0, 19.9, 19.1, 18.8; IR (film) ñmax = 2928, 2854,
1730, 1640, 1462, 1260, 1095 cm�1; HRMS, calcd for C26H41NO3 :
416.3165 [M+H+] ; found 416.3172.


Piperazine 9 : Piperazine (14.2 mg, 0.165 mmol) was added to a so-
lution of chloride 7 (24 mg, 0.066 mmol) in CH2Cl2 (5 mL), and the
reaction mixture was stirred under reflux for 12 h. The reaction was
then quenched with water, and the mixture was extracted with
CH2Cl2 (3 � 30 mL) and purified through column chromatography
(silica, 0–10 % diethyl ether in CH2Cl2) to afford piperazine 9
(20 mg, 0.05 mmol, 86 %) as a yellow oil. Rf = 0.1 (2 % MeOH/
CH2Cl2) ; [a]25


D =�92.5 (c = 1.0, benzene); 1H NMR (CDCl3, 400 MHz):
d= 5.93 (dd, J = 17.6, 11.2 Hz, 1 H), 5.48 (br d, 1 H), 5.00–4.95 (m,
2 H), 4.37 (d, J = 10.8 Hz, 1 H), 4.05 (d, J = 10.8 Hz, 1 H), 3.20 (s, 2 H),
2.63 (br d, 2 H), 2.60–2.57 (m, 5 H), 2.4–2.2 (br d, 3 H), 2.08–1.94 (m,
5 H), 1.71–1.42 (m, 10 H), 1.20 (s, 3 H), 1.05 (s, 3 H), 0.87 (s, 3 H);
13C NMR (CDCl3, 100 MHz): d= 170.9, 150.3, 117.2, 112.4, 66.7, 59.8,
53.8, 53.5, 51.6, 51.3, 45.8, 42.2, 40.9, 37.9, 37.7, 37.2, 36.7, 29.8,
26.9, 26.0, 25.0, 23.3, 19.9, 19.1, 18.8; IR (film) ñmax = 2953, 2854,
1730, 1653, 1260, 1095 cm�1; HRMS: calcd for C26H42N2O2 : 437.3144
[M+Na+] ; found 437.3163.


Tosyl piperazide 10 : Triethylamine (4.8 mg, 0.048 mmol) and p-tol-
uenesulfonyl chloride (6.4 mg, 0.036 mmol) were added to a so-
lution of piperazine 9 (10 mg, 0.024 mmol) in CH2Cl2 (5 mL), and
the mixture was stirred at 25 8C overnight. The reaction was
quenched with water (10 mL), and the mixture was extracted with
CH2Cl2 (3 � 30 mL). The organic layer was dried (MgSO4) and con-
centrated, and the residue was purified through column chroma-
tography (silica, 10–40 % diethyl ether in hexanes) to give tosylate
10 (11.1 mg, 0.020 mmol, 82 %) as a white solid. Rf = 0.4 (80 % Et2O
in hexanes); [a]25


D =�79.3 (c = 1.1, benzene); 1H NMR (CDCl3,
400 MHz): d= 7.62 (d, J = 8 Hz, 2 H), 7.31 (d, J = 8 Hz, 2 H), 5.92 (dd,
J = 17.6, 11.2 Hz, 1 H), 5.47 (m, 1 H), 5.0–4.95 (m, 2 H), 4.36 (d, J =
10.8 Hz, 1 H), 4.03 (d, J = 10.8 Hz, 1 H), 3.24 (br d, 1 H), 3.08 (br d,
4 H), 2.72 (br d, 3 H), 2.44 (s, 3 H), 2.42–1.90 (m, 4 H), 1.63–1.40 (m,
10 H), 1.24–1.05 (m, 4 H), 1.05 (s, 3 H), 1.03 (s, 3 H), 0.89 (s, 3 H);
13C NMR (CDCl3, 100 MHz): d= 194.3, 149.9, 142.3, 131.9, 129.6,
127.7, 117.3, 112.5, 55.9, 51.9, 45.5, 42.2, 40.9, 37.9, 37.7, 36.2, 29.8,
26.9, 25.9, 25.0, 23.4, 19.9, 19.1, 18.8; IR (film) ñmax = 3010, 2958,
2857, 1725, 1648, 1260, 1095 cm�1; HRMS, calcd for C33H48N2O4S:
591.3232 [M+Na+] ; found 591.3257.


Ethyl ester 12 : A solution of alcohol 4 (20 mg, 0.069 mmol) and
4-methylmorpholine (20 mg, 0.173 mmol) in CH2Cl2 (10 mL) was
cooled to 0 8C and treated with ethyl propiolate (10 mg,
0.10 mmol). The reaction mixture was stirred overnight. The reac-
tion was quenched with water (25 mL), and the mixture was ex-
tracted with CH2Cl2 (3 � 10 mL). The combined organic extracts
were concentrated and purified through column chromatography
(silica, 2 % diethyl ether in hexane) to afford ethyl ester 12
(42.8 mg, 0.11 mmol, 64 %) as a clear oil. Rf = 0.3 (20 % Et2O in hex-
anes) ; [a]25


D =�93.1 (c = 1.0, benzene); 1H NMR (CDCl3, 400 MHz):
d= 7.61 (d, J = 12.8 Hz, 1 H), 5.93 (dd, J = 17.6, 11.2 Hz, 1 H), 5.48
(br d, 1 H), 5.16 (d, J = 12.8 Hz, 1 H), 5.02–4.96 (m, 2 H), 4.13 (q, J =
14.4, 7.2 Hz, 2 H), 3.99 (d, J = 10 Hz, 1 H), 3.69 (d, J = 9.6 Hz, 1 H),
2.09–1.78 (m, 6 H), 1.62–1.40 (m, 13 H), 1.06 (s, 3 H), 1.04 (s, 3 H),
0.97 (s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 167.8, 163.0, 145.0,
142.3, 117.4, 112.5, 95.7, 73.7, 59.7, 45.8, 42.2, 40.9, 37.9, 37.7, 37.6,
37.2, 35.9, 26.7, 26.0, 25.0, 23.4, 19.9, 19.1, 18.8, 14.5; IR (film) ñmax =
3010, 2941, 2865, 1750, 1648, 1171, 950 cm�1; HRMS: calcd for
C25H38O3 : 387.2899 [M+H+] ; found 387.2902.
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Carboxylic acid 13 : DMAP (5 mg, cat.) and succinic anhydride
(30 mg, 0.28 mmol) were added to a well-stirred solution of alcohol
2 (70 mg, 0.24 mmol) in CH2Cl2 (8 mL). The reaction mixture was
stirred for 8 h at 25 8C, then washed with water (20 mL) and ex-
tracted with CH2Cl2 (2 � 40 mL). The desired product was purified
through column chromatography (silica, 12–16 % diethyl ether in
hexane) to afford acid 13 (73 mg, 0.19 mmol, 78 % yield) as a white
solid. Rf = 0.4 (70 % Et2O in hexanes); [a]25


D =�101.3 (c = 1.0, CDCl3);
1H NMR (CDCl3, 400 MHz): d= 5.95 (dd, J = 17.6, 11.2 Hz, 1 H), 5.48
(m, 1 H), 5.0–4.96 (m, 2 H), 4.34 (d, J = 10.8 Hz, 1 H), 4.03 (d, J =
11.2 Hz, 1 H), 2.70–2.61 (m, 4 H), 2.09–1.91 (m, 4 H), 1.80–1.39 (m,
10 H), 1.25–1.08 (m, 6 H), 1.05 (s, 3 H), 0.91 (s, 3 H); 13C NMR (CDCl3,
100 MHz): d= 177.3, 172.0, 150.1, 142.3, 117.2, 112.4, 67.1, 45.9,
42.2, 41.0, 38.0, 37.7, 37.2, 36.1, 29.8, 29.0, 26.8, 26.0, 25.0, 23.4,
20.0, 19.9, 19.1, 18.8; IR (film) ñmax = 3312, 1732, 1708 cm�1; HRMS:
calcd for C24H36O4 : 411.2511 [M+Na+] ; found 411.2539.


Carboxylic acid 14 : This compound was prepared by using the
procedure described above for acid 13. In this case, glutaric anhy-
dride (27.1 mg, 0.24 mmol) was used instead of succinic anhydride.
Column chromatography (20 % Et2O in hexanes) gave pure acid 14
(68 mg, 0.17 mmol, 71 %) as a white solid. Rf = 0.40 (80 % Et2O in
hexanes); [a]25


D =�103.5 (c = 1.1, CDCl3) ; 1H NMR (CDCl3, 400 MHz):
d= 6.01 (dd, J = 17.6, 11.2 Hz, 1 H), 5.46 (br d, 1 H), 5.09–4.95 (m,
2 H), 4.36 (d, J = 10.8 Hz, 1 H), 4.02 (d, J = 11.2 Hz, 1 H), 2.48–2.36 (m,
3 H), 2.16–1.92 (m, 5 H), 1.86–1.38 (m, 9 H), 1.35–1.11 (m, 10 H),
0.98–0.81 (m, 5 H); 13C NMR (CDCl3, 100 MHz): d= 174.0, 169.1,
146.3, 138.5, 113.3, 108.4, 93.2, 88.2, 62.6, 41.7, 38.0, 36.8, 33.7,
33.4, 32.9, 29.1, 28.7, 25.5, 25.5, 25.4, 22.5, 20.7, 19.1, 15.6, 14.5; IR
(film) ñmax = 3320, 1735, 1705 cm�1; HRMS: calcd for C25H38O4:
425.2668 [M+Na+] ; found 425.2653.


General procedure for the preparation of amides 15, 16 and 17:
A solution of acid 6 (1 equivalent) in anhydrous CH2Cl2 was treated
under argon with 3.0 equivalent of (COCl)2 and one drop of DMF,
and the mixture was stirred at 25 8C for 30 min. The solvent and
excess (COCl)2 were evaporated under a gentle heating and by ap-
plying vacuum. The dried acyl chloride residue was dissolved in
CH2Cl2 (5 mL) and treated with 4.0 equiv of freshly distilled amine.
After being stirred for 2 h, the reaction was quenched with water
and extracted with diethyl ether. The organic layers were dried
(MgSO4) and concentrated, and the residue was purified through
silica gel chromatography (20–40 % diethyl ether in hexanes) to
produce the corresponding amides.


Amide 15 : 87 % yield, white solid; Rf = 0.2 (100 % Et2O); [a]25
D =


�41.2 (c = 0.17, CDCl3); 1H NMR (CDCl3, 400 MHz): d= 5.95 (dd, J =
17.2, 11.6 Hz, 1 H), 5.46 (s, 1 H), 4.96 (m, 2 H), 2.99 (s, 8 H), 2.41–2.32
(m, 1 H), 2.18–1.95 (m, 5 H), 1.9–1.4 (m, 12), 1.29 (s, 3 H), 1.09 (s,
3 H), 1.02 (s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 150.0, 144.1, 117.0,
111.5, 111.2, 51.7, 46.2, 41.6, 41.4, 39.9, 39.8, 39.2, 37.7, 34.2, 29.8,
27.4, 25.0, 24.8, 23.2, 23.1, 21.4, 21.2; IR (film) ñmax = 3446, 2924,
2854, 1730, 1640, 1462, 1360, 1260, 1095 cm�1; HRMS: calcd for
C24H39NO3: 390.3008 [M+H+] ; found 390.30031.


Amide 16 : 91 % yield, white solid; Rf = 0.55 (60 % Et2O in hexanes);
[a]25


D =�47.1 (c = 0.17, benzene); 1H NMR (CDCl3, 400 MHz): d= 5.95
(q, J = 17.2, 11.6 Hz, 1 H), 5.47 (s, 1 H), 4.99–4.95 (m, 2 H), 3.64–3.60
(m, 8 H), 2.34 (d, J = 13.2 Hz, 1 H), 2.1–2.0 (m, 4 H), 1.8–1.4 (m, 11 H),
1.29 (s, 3 H), 1.106 (s, 3 H), 1.03 (s, 3 H); 13C NMR (CDCl3, 100 MHz):
d= 175.5, 149.8, 143.9, 117.1, 111.7, 111.2, 67.0, 51.3, 46.7, 46.5,
41.6, 41.4, 40.4, 39.7, 37.6, 34.4, 27.3, 25.2, 24.9, 23.2, 22.8, 21.2; IR
(film) ñmax = 2926, 2852, 1733, 1642, 1461, 1358, 1267, 1093 cm�1;
HRMS: calcd for C24H37NO2 : 372.2903 [M+H+] ; found 372.2886.


Amide 17: 95 % yield, white solid; Rf = 0.7 (100 % Et2O); [a]25
D =


+ 8.6 (c = 0.1, benzene); 1H NMR (CDCl3, 400 MHz): d= 5.95 (dd, J =
17.6, 11.6 Hz, 1H), 5.46 (d, J = 2.4 Hz, 1 H), 5.00–4.94 (m, 2 H), 3.72–
3.68 (m, 4 H), 2.58–2.30 (m, 6 H), 2.25–2.22 (m, 1 H), 2.02–1.96 (m,
4 H), 1.9–1.4 (m, 11 H), 1.29 (s, 3 H), 1.25 (s, 3 H), 1.09 (s, 3 H), 1.03 (s,
3 H); 13C NMR (CDCl3, 100 MHz): d= 175.4, 149.8, 143.9, 125.4, 117.1,
111.7, 54.9, 51.3, 46.4, 45.4, 41.6, 40.4, 39.7, 37.6, 34.4, 30.4, 29.8,
27.4, 25.2, 24.9, 23.2, 22.8, 21.2; IR (film) ñmax = 2925, 2853, 1731,
1645, 1462, 1360, 1267, 1096 cm�1; HRMS: calcd for C25H40N2O:
385.3219 [M+H+] ; found 385.3103.


Ethyl ester 18 : Triethyl phosphonoacetate (500 mg, 0.60 mmol)
was added to a well-stirred suspension of NaH (67 mg, 0.43 mmol)
in THF (20 mL) at 0 8C. The reaction mixture was allowed to warm
slowly to 25 8C, at which point it was treated with a solution of
aldehyde 5 (76 mg, 0.27 mmol) in THF (10 mL). The mixture was
heated under reflux for 16 h and then quenched with water
(30 mL) and extracted with ether (3 � 60 mL). The ether layers were
concentrated, and the residue was purified over silica gel (5 % di-
ethyl ether in hexane) to afford ester 18 (68 mg, 0.19 mmol, 70 %)
as an oil. Rf = 0.4 (10 % diethyl ether in hexanes); [a]25


D =�45.3 (c =
0.17, benzene); 1H NMR (CDCl3, 400 MHz): d= 7.34 (d, J = 16 Hz,
1 H), 5.90 (dd, J = 17.2, 11.6 Hz, 1 H), 5.76 (d, J = 16 Hz, 1 H), 5.48 (m,
1 H), 4.97 (m, 2 H), 4.18 (q, J = 14.4, 7.6 Hz, 2 H), 2.09–1.74 (m, 6 H),
1.66–1.42 (m, 8 H), 1.30–1.17 (m, 5 H), 1.06 (s, 3 H), 0.98 (s, 3 H), 0.95
(s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 167.1, 154.5, 149.2, 142.4,
118.1, 117.4, 112.3, 60.2, 46.8, 42.4, 41.1, 39.9, 38.7, 38.2, 37.7, 37.0,
29.7, 25.0, 24.8, 23.4, 20.2, 19.2, 19.1, 14.5; IR (film) ñmax = 2928,
2850, 1735, 1650, 1465, 1264, 1082 cm�1; HRMS: calcd for C24H36O2 :
357.2794 [M+H+] ; found 357.2762.


Carboxylic acid 19 : LiOH (40 mg, excess) was added to a solution
of methyl ester 18 (60 mg, 0.17 mmol) in THF/H2O (1:1, 8 mL). After
being stirred for 30 min, the reaction mixture was heated under
reflux for 12 h. The reaction mixture was diluted with water, acidi-
fied with HCl solution (3 n, 40 mL), and extracted with diethyl
ether (2 � 50 mL). After column chromatography (silica, 50 % diethyl
ether in hexane), carboxylic acid 19 was obtained (42 mg,
0.13 mmol, 76 %) as a white solid. Rf = 0.52 (100 % diethyl ether) ;
[a]25


D =�67.5 (c = 0.17, benzene); 1H NMR (CDCl3, 400 MHz): d= 7.45
(d, J = 16 Hz, 1 H), 5.94 (dd, J = 17.2, 11.6 Hz, 1 H), 5.76 (d, J = 4 Hz,
1 H), 5.48 (m, 1 H), 5.00–4.95 (m, 2 H), 2.15–1.74 (m, 5 H), 1.64–1.50
(m, 7 H), 1.47–1.42 (m, 5 H), 1.06 (s, 3 H), 0.99 (s, 3 H), 0.95 (s, 3 H);
13C NMR (CDCl3, 100 MHz): d= 171.0, 157.4, 149.0, 142.4, 117.6,
117.2, 112.4, 46.8, 42.4, 41.0, 40.2, 38.5, 38.2, 37.8, 37.0, 29.8, 29.5,
25.0, 24.8, 23.4, 20.2, 19.1; IR (film) ñmax = 3332, 2935, 2867, 1730,
1648, 1463, 1154, 1080 cm�1; HRMS: calcd for C22H32O2 : 351.2300
[M+Na+] ; found 351. 2329.


Methyl ester 20 : Magnesium powder (50 mg, 6.25 mmol) was
added to a well-stirred solution of ester 18 (60 mg, 0.168 mmol) in
methanol (10 mL), and the reaction mixture was stirred at 25 8C for
12 h. HCl (10 mL, 2 m) was added to the reaction mixture to dis-
solve the remaining magnesium. The reaction mixture was concen-
trated under reduced pressure and extracted with diethyl ether
(2 � 50 mL). Column chromatography of the residue (10 % diethyl
ether in hexane) afforded methyl ester 20 (50 mg, 0.15 mmol,
87 %) as an oil. Rf = 0.4 (10 % diethyl ether in hexanes); [a]25


D =
�70.4 (c = 0.18, benzene); 1H NMR (CDCl3, 400 MHz): d= 5.95 (dd,
J = 17.6, 11.2 Hz, 1 H), 5.45 (m, 1 H), 4.98 (m, 2 H), 3.66 (s, 3 H), 3.26–
1.87 (m, 7 H), 1.69–1.51 (m, 11 H), 1.24–1.19 (m, 2 H), 1.09 (s, 3 H),
1.04 (s, 3 H), 0.93 (s, 3 H); IR (film) ñmax = 2930, 2852, 1734, 1647,
1265, 982 cm�1; HRMS: calcd for C23H36O2 : 345.2794 [M+H+] ;
found 345.2763.
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Carboxylic acid 21: Ester 20 (50 mg, 0.14 mmol) was dissolved in
THF/H2O (1:1, 4 mL), and the solution was treated with LiOH
(30 mg). After being stirred for 30 min, the reaction mixture was
heated under reflux for 12 h. The reaction mixture was diluted
with water, acidified with HCl solution (3 n), and extracted with di-
ethyl ether (2 � 50 mL). The organic residue was purified through
column chromatography (silica, 50 % diethyl ether in hexane) to
give carboxylic acid 21 (34 mg, 0.10 mmol, 71 %) as a white solid.
Rf = 0.55 (100 % diethyl ether) ; [a]25


D =�60.5 (c = 1, benzene);
1H NMR (CDCl3, 400 MHz): d= 5.95 (dd, J = 17.2, 11.2 Hz, 1 H), 5.46
(d, J = 4.4 Hz, 1 H), 5.00–4.95 (m, 2 H), 2.27–2.17 (m, 3 H), 2.09–1.88
(m, 10 H), 1.69–1.37 (m, 7 H), 1.24–1.18 (m,1 H), 1.09 (s, 3 H), 1.04 (s,
3 H), 0.83 (s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 178.6, 152.1, 143.7,
118.1, 113.5, 67.1, 48.2, 43.7, 42.5, 39.4, 38.4, 37.0, 31.0, 30.5, 29.5,
28.4, 27.3, 26.3, 24.6, 21.2, 20.4, 19.9; IR (film) ñmax = 3360, 2928,
2850, 1735, 1708, 1452, 1134, 1080 cm�1; HRMS: calcd for C22H34O2 :
331.2637 [M+H+] ; found 331.2650.


Aldehyde 22 : A suspension of ethoxy methyl triphenyl phosphoni-
um chloride (476.1 mg, 1.39 mmol) in THF (10 mL) was treated
with 4.8 equiv of potassium tert-butoxide (152.2 mg, 1.34 mmol),
followed by addition of aldehyde 5 (80 mg, 0.28 mmol). The reac-
tion was completed within 30 min at 25 8C. After the reaction mix-
ture had been concentrated, the residue was redissolved in ethyl
ether (20 mL) and extracted with brine (20 mL). The organic layer
was concentrated and dried, and the residue was purified by flash
chromatography on silica gel to produce the corresponding vinyl
ether (87 mg, 0.28 mmol, 99 % yield). p-Toluenesulfonic acid
(50 mg, 0.26 mmol) was added to a well-stirred solution of the
vinyl ether (50 mg, 0.159 mmol) in acetone (10 mL), and the reac-
tion was stirred for 2 h at 0 8C. TLC indicated the complete forma-
tion of the desired product. After the solvent had been removed,
the reaction mixture was extracted with diethyl ether (3 � 40 mL)
and washed first with aqueous saturated NaHCO3 and then with
brine. The crude product was purified through column chromatog-
raphy (silica, 4 % diethyl ether in hexane) to give aldehyde 22
(42 mg, 0.14 mmol, 88 %) as an oil. Rf = 0.50 (20 % diethyl ether in
hexanes); [a]25


D =++ 4.4 (c = 1.0, benzene); 1H NMR (CDCl3, 400 MHz):
d= 5.95 (dd, J = 17.2, 11.2 Hz, 1 H), 5.48 (m, 1 H), 5.01–4.96 (m, 2 H),
2.55 (dd, J = 14, 3.2 Hz, 1 H), 2.37 (dd, J = 3.6, 2 Hz, 1 H), 2.09–1.93
(m, 3 H), 1.76–1.71 (m, 2 H), 1.63–1.13 (m, 12 H), 1.09 (s, 3 H), 1.07 (s,
3 H), 1.06 (s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 204.3, 150.2, 142.2,
117.3, 112.5, 47.2, 47.1, 42.4, 40.8, 39.0, 38.1, 37.7, 37.2, 37.0, 29.1,
25.6, 25.0, 23.4, 19.9, 19.2, 19.1; IR (film) ñmax = 2927, 2863, 1730,
1651, 1450, 1135, 1082 cm�1; HRMS: calcd for C21H32O: 301.2531
[M+H+] ; found 301.2563.


Carboxylic acid 23 : NaH2PO4·H2O (23.3 mg, 0.17 mmol) was added
to a solution of aldehyde 22 (17 mg, 0.056 mmol) in tBuOH/H2O
(3:1, 3 mL). The reaction mixture was stirred to dissolve completely
the salt and then treated at 25 8C with 2-methylbut-2-ene in THF
(84.5 mL, 0.17 mmol, 2.0 m in THF). The reaction mixture was stirred
for 30 min and then treated with NaClO2 (15.3 mg, 0.17 mmol). The
reaction was completed within 1 h, at which time the yellow color
of the reaction mixture had faded. The product was collected by
extraction with CH2Cl2, the organic layers were dried, and the resi-
due was purified through column chromatography (silica, 12 % di-
ethyl ether in hexane) to give acid 23 (17.0 mg, 0.054 mmol, 96 %)
as a white solid. Rf = 0.60 (40 % diethyl ether in hexanes); [a]25


D =
�4.75 (c = 0.64, CDCl3) ; 1H NMR (CDCl3, 400 MHz): d= 6.00–5.90 (m,
1 H), 5.48 (d, J = 3 Hz, 1 H), 5.02–4.95 (m, 2 H), 2.58 (d, J = 12.6 Hz,
1 H), 2.30 (d, J = 12.6 Hz, 1 H), 2.07–1.83 (m, 5 H), 1.8- 1.4 (m, 12 H),
1.25 (s, 3 H), 1.07 (s, 3 H), 1.02 (s, 3 H); 13C NMR (CDCl3, 100 MHz):
d= 181.2, 145.4, 143.3, 117.5, 111.7, 50.1, 45.1, 40.4, 38.7, 38.5, 38.1,


37.4, 37.0, 36.2, 28.8, 25.7, 25.1, 23.5, 20.9, 19.3, 18.9; IR (film) ñmax =
3350, 2925, 2861, 1745, 1643, 1350, 1130, 1085 cm�1; HRMS: calcd
for C21H32O2 : 317.2481 [M+H+] ; found 317.2453.


Methyl ester 24 : HCl (78.6 mL, 1 m in water) and trimethylsilyl di-
azomethane (40 mL, 0.8 mmol, 2 m in hexane) were added to a so-
lution of carboxylic acid 23 (5 mg, 0.16 mmol) in methanol (2 mL)
at 0 8C. The reaction mixture was stirred at 25 8C for 30 min, then
neutralized with aqueous saturated NH4Cl and extracted with ethyl
ether (3 � 10 mL). The organic layers were dried (MgSO4) and con-
centrated, and the residue was purified by column chromatogra-
phy (5 % diethyl ether in hexane) to afford methyl ester 24 (5.5 mg,
0.016 mmol, 100 %) as a clear oil. Rf = 0.36 (40 % diethyl ether in
hexanes); [a]25


D =�7.0 (c = 0.18, CDCl3) ; 1H NMR (CDCl3, 400 MHz):
d= 5.95 (dd, J = 17.2, 11.6 Hz, 1 H), 5.48 (d, J = 4.4 Hz, 1 H), 5.00–
4.96 (m, 2 H), 3.63 (s, 3 H), 2.55 (d, J = 12.8 Hz, 1 H), 2.30 (d, J = 12.8,
1 H), 2.08–1.92 (m, 4 H), 1.83- 41 (m, 12 H), 1.06 (s, 3 H), 1.05 (s, 3 H),
0.96 (s, 3 H); 13C NMR (CDCl3, 100 MHz): d= 173.5, 150.5, 142.4,
117.2, 112.4, 51.2, 46.8, 42.5, 41.1, 38.2, 38.1, 38.0, 37.7, 37.2, 36.5,
28.8, 25.6, 25.0, 23.4, 20.0, 19.2, 19.1; IR (film) ñmax = 2950, 2863,
1730, 1645, 1450, 1233, 1162 cm�1; HRMS: calcd for C22H34O2 :
331.2638 [M+H]+ ; found: 331.2651.


Methyl ester 25 : Methyl(triphenylphosphoranylidene) acetate
(90.7 mg, 0.27 mmol) and aldehyde 22 (27.3 mg, 0.09 mmol) were
dissolved in CH2Cl2 (5 mL), and the solution was stirred at 25 8C.
The reaction was completed within one day, then the mixture was
neutralized with aqueous saturated NH4Cl and extracted with
CH2Cl2 (3 � 10 mL). The organic layers were combined, dried
(MgSO4) and concentrated under reduced pressure. The residue
was purified through column chromatography (silica, 2–4 % diethyl
ether in hexane) to afford 25 as a mixture of trans and cis isomers
(24.4 mg of trans and 2.5 mg of cis, 0.23 mmol, 84 % total yield).


trans-25 : white solid. Rf = 0.47 (20 % diethyl ether in hexanes);
[a]25


D =�12.1 (c = 0.21, CDCl3) ; 1H NMR (CDCl3, 400 MHz): d= 7.00–
6.92 (m, 1 H), 5.96 (dd, J = 17.2, 11.6 Hz, 1 H), 5.80 (d, J = 15.2 Hz,
1 H), 4.47 (d, J = 4.4 Hz, 1 H), 5.00–4.96 (m, 2 H), 3.72 (s, 3 H), 2.45
(dd, J = 14, 8 Hz, 1 H), 2.19 (dd, J = 14, 8 Hz, 1 H), 2.12–1.9 (m, 4 H),
1.76–1.35 (m, 12 H), 1.08 (s, 3 H), 1.06 (s, 3 H), 0.89 (s, 3 H); 13C NMR
(CDCl3, 100 MHz): d= 166.7, 150.7, 148.0, 142.4, 122.4, 117.0, 112.4,
51.4, 46.6, 42.4, 41.0, 38.1, 37.8, 37.7, 37.2, 35.9, 29.8, 28.8, 25.9,
25.0, 23.4, 19.9, 19.0, 18.8; IR (film) ñmax = 2955, 2861, 1732, 1646,
1454, 1202, 1165 cm�1; HRMS: calcd for C24H36O2: 379.2613
[M+Na+] ; found 379.2655.


cis : 1H NMR (CDCl3, 400 MHz): d= 6.32–6.25 (m, 1 H), 5.97 (dd, J =
17.2, 11.6 Hz, 1 H), 5.83 (d, J = 11.6 Hz, 1 H), 5.47 (d, J = 8 Hz, 1 H),
5.00–4.96 (m, 2 H), 3.71 (s, 3 H), 3.15 (dd, J = 14.8, 9.2 Hz, 1 H), 2.58
(dd, J = 14.8, 9.2 Hz, 1 H), 2.12–1.9 (m, 4 H), 1.98–1.46 (m, 12 H), 1.15
(s, 3 H), 1.07 (s, 3 H), 0.90 (s, 3 H).


Carboxylic acid 26 : trans-ester 25 (8 mg, 0.023 mmol) and LiOH
(2.70 mg, 0.113 mmol) were dissolved in THF/H2O (1:1, 1 mL). The
reaction mixture was refluxed at 60 8C overnight. Upon completion
of the reaction, the mixture was neutralized with HCl (1 m) and ex-
tracted with CH2Cl2 (3 � 5 mL). The organic layers were dried
(MgSO4) and concentrated, and the residue was purified by
column chromatography (30 % diethyl ether in hexane) to afford
acid 26 (7.3 mg, 0.021 mmol, 95 %) as a white solid. Rf = 0.76 (60 %
diethyl ether) ; [a]25


D =�15.2 (c = 0.29, CDCl3) ; 1H NMR (CDCl3,
400 MHz): d= 7.12–7.04 (m, 1 H), 5.96 (dd, J = 17.2, 11.6 Hz, 1 H),
5.82 (d, J = 15.6 Hz, 1 H), 5.48 (d, J = 4.4 Hz, 1 H), 5.01–4.97 (m, 2 H),
2.53–2.46 (m, 1 H), 2.23–2.19 (m, 1 H), 2.10–1.93 (m, 4 H), 1.76–1.36
(m, 12 H), 1.09 (s, 3 H), 1.07 (s, 3 H), 0.88 (s, 3 H); 13C NMR (CDCl3,
100 MHz): d= 169, 150.7, 142.5, 122.0, 117.2, 114.5, 46.5, 42.4, 40.9,
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38.1, 37.9, 37.7, 37.2, 36.0, 29.7, 28.8, 25.8, 25.7, 24.9, 24.9, 23.3,
19.8, 18.9; IR (film) ñmax = 3310, 2967, 2860, 1732, 1646, 1454 cm�1;
HRMS: calcd for C23H34O2 : [M+H+] 343.2637; found 343.2601.


Methyl ester 27: In a moisture-free flask, ester 25 (5 mg,
0.14 mmol) was dissolved in dry methanol (2 mL) and treated with
Mg (34 mg, 1.4 mmol), which was freshly activated by heat. The so-
lution was stirred overnight at 25 8C. After completion of the reac-
tion, the mixture was acidified with HCl (2 m in water), to dissolve
the remaining Mg, and then extracted with ether (3 � 5 mL). The or-
ganic layers were dried (MgSO4) and concentrated, and the residue
was purified by column chromatography (1–10 % diethyl ether in
hexane) to afford ester 27 (2.9 mg, 0.076 mmol, 54 %) as a yellow
solid. Rf = 0.4 (10 % diethyl ether in hexanes); [a]25


D =�22.1 (c =
0.12, CDCl3) ; 1H NMR (CDCl3, 400 MHz): d= 5.96 (dd, J = 17.2,
11.6 Hz, 1 H), 5.45 (d, J = 4 Hz, 1 H), 5.00–4.95 (m, 2 H), 3.67 9 (s,
3 H), 2.27 (m, 2 H), 2.15- 1.88 ( m, 4 H), 1.70–1.38 (m, 16 H), 1.25 (s,
3 H), 1.05 (s, 3 H), 0.83 (s, 3 H); 13C NMR (CDCl3, 400 MHz): d= 200.0,
151.1, 142.6, 116.7, 112.3, 51.5, 46.9, 42.5, 41.4, 38.3, 37.7, 37.4, 36.1,
35.2, 32.0, 29.8, 28.6, 26.2, 25.0, 23.4, 20.3, 20.0, 19.3, 18.6; IR (film)
ñmax = 2985, 2847, 1730, 1651, 1450 cm�1; HRMS: calcd for C24H38O2 :
359.2950 [M+H+] ; found 359.2977.


Carboxylic acid 28 : Ester 27 (5 mg, 0.014 mmol) and LiOH
(1.70 mg, 0.07 mmol) were dissolved in THF/H2O (1 mL of 1:1 ratio).
The reaction mixture was refluxed at 65 8C overnight. Upon com-
pletion of the reaction, the mixture was neutralized with HCl (1 m)
and extracted with CH2Cl2 (3 � 5 mL). The organic layers were dried
(MgSO4) and concentrated, and the residue was purified by
column chromatography (50 % diethyl ether in hexane) to give
acid 28 (3.9 mg, 0.011 mmol, 81 %) as a white solid. Rf = 0.55 (80 %
diethyl ether in hexanes); [a]25


D =++ 3.4 (c = 0.19, CDCl3) ; 1H NMR
(CDCl3, 400 MHz): d= 5.96 (dd, J = 17.2, 11.6 Hz, 1 H), 5.45 (d, J =
4 Hz, 1 H), 5.00–4.95 (m, 2 H), 2.37 (m, 2 H), 2.15–1.90 (m, 6 H), 1.70–
1.40 (m, 15 H), 1.25 (s, 3 H), 1.05 (s, 3 H), 0.84 (s, 3 H); 13C NMR
(CDCl3, 100 MHz): d= 178.3, 151.1, 142.6, 125.4, 116.8, 112.3, 47.0,
42.5, 41.4, 38.3, 37.7, 36.1, 34.9, 32.0, 30.4, 29.8, 28.6, 26.1, 25.0,
23.8, 20.0, 19.3, 18.6; IR (film) ñmax = 3350, 2987, 1720, 1643 cm�1;
HRMS: calcd for C23H36O2 : 367.2613 [M+Na+] ; found 367.1629.


Cytotoxicity assay : HPBMC (Human Peripheral Blood Mononuclear
Cells, lot # 2F1391 from pre-selected donors), purchased from
Cambrex (Walkersville, MD), were seeded in 96-well Costar 3904
tissue-culture plates at 2.5 � 104 cells per well in 80 mL volume of
LGM-3 medium (Cambrex) and then allowed to recover in the
tissue-culture incubator. After 12 h of recovery, 10 mL of eight-point
half-log serial dilutions of analogues were added to corresponding
wells. The 96-well tissue-culture plates were then returned to the
incubator for 24 h of incubation. Resazurin dye (10 mL, Sigma, St.
Louis, MO) was then added to each well at the end of incubation,
and the plate was again returned to the incubator for another 4 h
of incubation before fluorescence measurement. The fluorescence
of resazurin was measured by using 530 mm excitation and
590 mm emission filters. Staurosporin (Sigma, St. Louis, MO) at a
final concentration of 10 mm was used as a positive control. Data
analysis: Microsoft Excel and Graphpad Prism 3.0 were used to ana-
lyze the data generated from the cytokine measurements and cy-
totoxicity assays. The EC50s for both cytotoxicity and TNF-a syn-
thesis inhibition were calculated by using the Sigmoidal dose-
response model with variable slope.


TNF-a measurement assay : HPBMC cells were seeded in 96-well
Costar 3904 tissue-culture plates at 2.5 � 104 cells per well in 80 mL
volume of LGM-3 medium (Cambrex) and then allowed to recover
in the tissue-culture incubator. After 12 h of recovery, 10 mL of


eight-point half-log serial dilutions of analogues were added to
corresponding wells for another hour’s incubation, and LPS (from
E. coli, strain 0111:B4, Sigma–Aldrich, St. Louis, MO) at 50 ng mL�1


final concentration was added for 4 h to stimulate TNF-a synthesis.
At the end of incubation, supernatants were collected and stored
at �80 8C until use. A p38 kinase inhibitor, SB203580 (Sigma, St.
Louis, MO), was used as a positive control at a final concentration
of 10 mm. The TNF-a measurement was performed by using the
human TNF-a cytosets kit purchased from Biosource International
(Camarillo, CA) according to manufacturer’s suggestions.


Cytokine selectivity measurements : Cytokines such as IL-1b, IL-6,
IL-1ra, and IL-8 were analyzed by using the Cytosets kits purchased
from Biosource International (Camarillo, CA). The levels of IL-1b


and IL-8 were measured from the same samples that were stimu-
lated with LPS for 4 h. IL-1ra and IL-6 levels were analyzed from
cells treated with LPS for 12 and 24 h, respectively.


Electrophoretic mobility shift assay : Compound-treated RAW
264.7 cells (ATCC #TIB-71) were stimulated with LPS (from Salmo-
nella typhimurium, Sigma–Aldrich, St. Louis) and recombinant
murine IFN-c at different time points. To detect NF-kB, nuclear ex-
tracts were prepared by first washing cells (1.5 � 106) with phos-
phate buffered solution (PBS) and collected by centrifugation. Cell
pellets were homogenized with buffer A (100 mL; 10 mm Hepes;
pH 7.9, 1 mm EDTA, 1 mm ethyleneglycol bis(2-aminoethylether)-
tetraacetic acid, 100 mm KCl, 1 mm dithiothreitol, 0.5 mm phenyl-
methylsulfonyl fluoride, 2 mg mL�1 aprotinin, 10 mg mL�1 leupeptin,
2 mg mL�1 Na-p-tosyl-l-lysine chloromethyl ketone, 5 mm NaF, 1 mm


Na3VO4, 10 mm Na2MoO4). After 10 min at 4 8C, Nonidet P-40 was
added to reach a 0.5 % concentration. The tubes were gently vor-
texed for 15 s, and nuclei were collected by centrifugation at
8 000 g for 15 min. The pellets were resuspended in buffer A
(50 mL) supplemented with 20 % glycerol and KCl (0.4 m) and
gently shaken for 30 min at 4 8C. Nuclear protein extracts were ob-
tained by centrifugation at 13 000 g for 15 min. Protein content
was assayed by using the Bio-Rad protein reagent. All cell fraction-
ation steps were carried out at 4 8C.


The sequence 5’-TGCTAGGGGGATTTTCCCTCTCTCTGT-3’, corre-
sponding to the consensus NF-kB binding site (nucleotides �978
to �952) of the murine NOS-2 promoter was used. Oligonucleo-
tides were annealed with their complementary sequence by incu-
bation for 5 min at 85 8C in Tris-HCl (10 mm, pH 8.0), NaCl (50 mm),
MgCl2 (10 mm), 1,4-dithiothreitol (DTT; 1 mm). Aliquots of 50 ng of
these annealed oligonucleotides were end-labeled with Klenow
enzyme fragment in the presence of [a-32P]dCTP (50 mCi) and the
other unlabeled dNTPs in a final volume of 50 mL. A total of 5 �
104 dpm of the DNA probe was used for each binding assay of nu-
clear extracts as follows: nuclear protein (3 mg) was incubated for
15 min at 4 8C with the DNA and of poly(dI-dC) (2 mg), 5 % glycerol,
EDTA (1 mm), KCl (100 mm), MgCl2 (5 mm), DTT (1 mm), Tris-HCl
(10 mm ; pH 7.8) in a final volume of 20 mL. The DNA–protein com-
plexes were separated on native 6 % polyacrylamide gels in 0.5 %
Tris-borate–EDTA buffer. Supershift assays were carried out after
incubation of the nuclear extracts with 2 mg of antibodies (anti-
p50, anti-c-Rel, anti-p65) for 1 h at 4 8C.


IkBa phosphorylation assayLPS stimulation : 3 � 106 human periph-
eral blood cells resuspended in LGM-3 medium (1 mL, Cambrex)
were seeded in 6-well tissue-culture plates for 12 h in a 95 % hu-
midified atmosphere incubator at 37 8C and with 5 % CO2. After 1 h
of pretreatment of selected analogues at a final concentration of
10 mm, cells were stimulated with LPS (20 ng mL�1, from E. coli,
strain 0111:B4, Sigma–Aldrich, St. Louis) for another hour. The cells
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were then harvested, washed once in ice-cold 1X PBS, and lysed in
RIPA buffer (0.9 % NaCl, Tris-HCl, pH 7.4, 1 % Triton X-100, 1 mL
EDTA, 0.25 % Na deoxycholic acid, 2 mm Na3VO4) supplemented
with 1X protease inhibitor cocktail (Calbiochem, San Diego, CA).


Western blot analysis : Cell lysates prepared as above were cleared
by centrifugation at 14 000 rpm and 4 8C for 10 min. The protein
concentration was normalized by determination of the total pro-
tein amount in the supernatant by using the BCA protein assay kit
(Pierce Biotechnology, Rockford, IL). Equal amounts of protein per
lane were separated by electrophoresis in 10 % NuPage MES pre-
cast gels and transferred to nitrocellular membranes (Invitrogen,
San Diego, CA). Primary antibodies against p-IkBa and total IkBa


were purchased from Cell Signaling (Beverly, MA) and anti-tubulin
antibody was purchased from NeoMarkers (Fremont, CA). HRP-con-
jugated goat-anti-mouse secondary antibody was from Pierce Bio-
technology (Rockford, IL), and proteins were detected by chemilu-
minesence with Supersignal West Dura substrate (Pierce Biotech-
nology, Rockford, IL). The ratio between p-IkBa/total IkBa among
different treatments was determined by using ImageQuant TL soft-
ware (Amersham Biosciences) and the percentage inhibition of
IkBa phosphorylation was calculated in comparison to the DMSO/
LPS treated cells.
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High-Content Screening and Profiling of Drug
Activity in an Automated Centrosome-
Duplication Assay
Zachary E. Perlman,*[a] Timothy J. Mitchison,[a] and Thomas U. Mayer*[b]


Introduction


Centrosomes are the primary nucleators of microtubules in
animal cells and play a number of essential signalling and
structural roles in cell-cycle progression.[1] Abnormal numbers
of centrosomes can result in abnormal mitotic spindle mor-
phology, which may result in genomic instability. Consistent
with this, abnormal centrosome numbers are observed in
many types of cancer, and a growing body of evidence sug-
gests that aneuploidy resulting from centrosome-duplication
errors may play a causative role in tumour development,
rather than simply being symptomatic.[2–6] Studies of centro-
some regulation and the consequences of abnormal centro-
some number have been slowed by the fact that centrosomes
play regulatory roles throughout the cell cycle, thus complicat-
ing interpretation of genetic perturbations, and by the fact
that conventional centrosome-counting assays are laborious
and slow. We set out to identify new small-molecule reagents
that might be used to block centrosome duplication with tight
temporal control. To allow such a chemical genetic approach,
we developed an automated assay that allows high-through-
put counting of centrosome numbers in populations of cells.


Many cultured cell types, including Chinese hamster ovary
(CHO) cells undergo multiple rounds of centrosome duplica-
tion when arrested in S-phase.[7] These overduplicated centro-
somes often separate by a process whose molecular basis is
unclear, allowing easy scoring of this phenomenon by light mi-
croscopy, and so this system has become a commonly used
model for the study of centrosome regulation.[8–10] Routinely, S-
phase arrests are imposed by treating tissue culture cells with
hydroxyurea (HU), an inhibitor of ribonucleotide reductase, or
with aphidicolin, an inhibitor of a-DNA polymerase. To ease
analysis of centrosome overduplication and to allow high-
throughput screening for pharmacological inhibitors, we


adapted the conventional HU-arrest protocol[9] to a 384-well
plate format. Trypsinized CHO cells were diluted into media
containing 2 mm HU, dispensed in 384-well plates and treated
with DMSO (control) or compounds. After 30 h of incubation,
the cells were permeabilized, fixed and stained. Nuclei and
centrosomes were labelled with Hoechst dye and anti-g-tubu-
lin antibodies, respectively ; this allowed image acquisition by
automated fluorescence microscopy.[11]


Since manual centrosome counting would be impossible for
thousands of wells, we developed computational image-analy-
sis algorithms to automate this task.[11] The assay requires the
determination of centrosome number for every cell in an
image, so we needed image segmentation methods that could
reliably identify individual nuclei and g-tubulin puncta associat-
ed with each nucleus. Since high-throughput staining and
imaging conditions can lead to variations in image quality, we
required algorithms that were robust to a range of cell densi-
ties and to nonuniform staining and illumination intensity. A
Laplacian-based approach worked well for identifying discrete
nuclei (see Experimental Section), and a standard top-hat filter
served to identify centrosomes (Figure 1 A).[12] Counting the


Maintenance of centrosome number is essential for cell-cycle pro-
gression and genomic stability, but investigation of this regula-
tion has been limited by assay difficulty. We present a fully auto-
mated image-based centrosome-duplication assay that is accu-
rate and robust enough for both careful cell-biology studies and
high-throughput screening, and employ this assay in a series of
chemical-genetic studies. We observe that a simple cytometric
profiling strategy, which is based on organelle size, groups com-
pounds with similar mechanisms of action; this suggests a
simple strategy for excluding compounds that undesirably target
such activities as protein synthesis and microtubule dynamics.


Screening a library of compounds of known activity, we found
unexpected effects on centrosome duplication by a number of
drugs, most notably isoform-specific protein kinase C inhibitors
and retinoic acid receptor agonists. From a 16 320-member li-
brary of uncharacterized small molecules, we identified five
potent centrosome-duplication inhibitors that do not target mi-
crotubule dynamics or protein synthesis. The analysis method-
ology reported here is directly relevant to studies of centrosome
regulation in a variety of systems and is adaptable to a wide
range of other biological problems.
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number of centrosomes associated with each nucleus generat-
ed population distributions for each image (Figure 1 B) that
were consistently within 5 % of those obtained manually. Con-


sistent with previous reports,[7] we observed that a substantial
percentage of HU-arrested CHO cells contained more than two
centrosomes (Figure 1 A, control) ; this suggested that these
cells had undergone multiple rounds of centrosome duplica-
tion. We note that the task of tallying discrete subcellular
structures is one that arises across a broad class of biological
problems, and our methodology can be adapted to many of
these, including studies of aggresome formation,[13] chromo-
some missegregation[14] and multinuclearity due to cytokinesis
failure.[15]


We validated our assay by measuring centrosome numbers
in cells treated with varying doses of compounds known to or
likely to affect centrosome duplication or maturation.[9] Fig-
ure 1 B shows the distributions observed with the microtubule
depolymerizer nocodazole, the microtubule stabilizer paclitaxel
or the protein-synthesis inhibitor cycloheximide. The stacked
histograms shown reflect both the total number of cells and
the distributions of numbers of discrete g-tubulin puncta per
nucleus (Figure 1 B). To ensure consistency, we routinely tested
each condition in duplicate. Although cell number varied
slightly between wells treated under the same conditions, the
distributions of centrosome numbers per cell remained remark-
ably consistent (Figure 1 B). The decreased cell number at high
concentrations of these compounds reflects cytotoxicity after
32 h of incubation (Figure 1 B). However, at doses low enough
to allow normal numbers of cells, the applied small molecules
had a dramatic effect on the g-tubulin punctum counts. Con-
sistent with previous reports,[7] cycloheximide resulted in de-
creased apparent centrosome numbers over a wide range of
doses. Paclitaxel, which has previously been reported to have
little effect on centrosome duplication in CHO cells,[8] consis-
tently decreased centrosome numbers under our assay condi-
tions (Figure 1 B). This difference could be due to the omission
in our protocol of a compound washout prior to fixation. We
speculate that the hyperstable microtubules generated by pa-
clitaxel treatment increase aggregation of the replicated cen-
trosomes and make it impossible to detect them as discrete
objects. Most surprisingly, nocodazole consistently induced a
dramatic increase in the number of cells with high apparent
centrosome number (Figure 1 B). We believe that this may
reveal fragmentation of pericentriolar material or dispersal of
multiple centrosomes as a result of microtubule depolymeriza-
tion; this phenomenon is under more careful investigation by
others.[16]


To reduce these data to a single measure for primary screen-
ing, we calculated the fraction of nuclei having two or more
discrete centrosomes per nucleus and normalized this value by
dividing by the median fractional value observed in control
wells (Figure 1 C). The dose-responsive changes in apparent
centrosome numbers observed in Figure 1 B are much more
apparent in this analysis. This measure also makes clear that
the fraction of the population having multiple centrosomes for
a given treatment is remarkably consistent, even when the
total number of cells varies significantly. In addition to the
previously mentioned control compounds, we also observed
dose-responsive reductions in centrosome numbers with two
other compounds from the set we used for initial assay charac-


Figure 1. An automated centrosome counting assay. A) Left, a typical fluores-
cence image; DNA shown in blue, g-tubulin in red. Upper right, detail. Lower
right, results of image processing; g-tubulin shown in orange, nuclei containing
1 punctum in blue, 2 in green, 3 in yellow. Scale bars : 100 mm (left) and 20 mm
(right). B) Stacked histograms showing dose-dependent changes in centrosome
number distributions ; colours as for (A) plus 0 punctum in dark blue, 4 in
orange, >4 in red. C) Fraction of nuclei with 2 or more puncta (normalized to
median of DMSO control population) as a function of drug dose. Points reflect
averag of measurements performed in duplicate, with error bars extending to
the original values. Those treatments giving >60 % of the median number of
cells from control populations are shown. For clarity, nocodazole wells with
lower cell numbers are shown and indicated with a dotted line ; we consistently
observed the double peak seen here. Values are normalized by dividing by the
median of the control populations. Grey region indicates 10th and 90th percen-
tile values of control populations.
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terization. These were the PI3 kinase inhibitor wortmannin and
the DNA damager actinomycin, which inhibits transcription at
higher doses (Figure 1 C).


High-content image analysis can be further used to distin-
guish different mechanisms of perturbation. For example, both
nuclei and centrosomes were distinctly dimmer and smaller in
cycloheximide-treated cells, as might be expected upon gener-
al inhibition of protein synthesis (Figure 2 A top). Similar results
were seen with geldanamycin, an inhibitor of the chaperonin
hsp90 previously reported to result in abnormal centrosome
maturation and chromatin condensation,[17] although only at
doses that also significantly lowered cell counts (data not
shown). Morphological changes were induced by nocodazole
and paclitaxel, but these are more subtle than would be easily
noted by visual screening (Figure 2 A bottom). To quantitate
these changes, we determined the average area of the nuclear
and centrosome regions generated for each image (Figure 2 B).
In this graph, each point represents the average of two mea-
surements for a given concentration of drug, and the connect-
ing line denotes the progression of a dosage series. This analy-
sis made clear that compounds with different mechanisms of
action have markedly different dose-dependent effects on area
measures. For example, centrosomes were significantly smaller
in nocodazole-treated cells (Figure 2 B); this is consistent with
pericentriolar fragmentation or decreased accumulation of per-
icentriolar material in the absence of the microtubule cytoske-
leton. In contrast, paclitaxel treatment yielded cells with larger
centrosomes (Figure 2 B); this is consistent with previous ob-
servations[8] and suggests the possibility that this treatment in-
hibits separation or increases accumulation of pericentriolar
material. Under these conditions, wortmannin yielded a dra-
matic increase in nuclear size over a wide range of doses, a
phenomenon that has not yet been reported. These character-
istic dose-dependent effects provide a kind of fingerprint for
each of the compounds tested here, suggesting that even
simple morphometric analysis can provide insight into com-
pound activity and facilitate the grouping of compounds with
similar molecular targets. Since these measures appeared to be
very sensitive for detecting inhibitors of protein synthesis and
of microtubule dynamics, we reasoned that such a strategy
would facilitate the otherwise problematic task of discarding
weak inhibitors of these processes.[18]


To validate this cytometric-profiling approach and to identify
new processes involved in centrosome duplication, we
screened an in-house set of 489 compounds for which targets
had previously been reported.[19] We grouped compounds that
affected centrosome number into categories suggested by the
control analyses above (Table 1). Among the compounds that
yielded nocodazole-like phenotypes were the three known mi-
crotubule depolymerizers in the test set, nocodazole, vinblas-
tine and podophyllotoxin. Compounds that showed profiles
similar to cycloheximide included the three protein-synthesis
inhibitors in the set, anisomycin, cycloheximide and emetine,
as well as camptothecin, a topoisomerase and transcription in-
hibitor.[20] The isoform-specific protein kinase C (PKC) inhibitor
Gç6796 also matched this profile. PMA, a short-term PKC acti-
vator that down-regulates activity over long exposure,[21] also


decreased centrosome numbers. Analysis of PKC in centrosome
duplication is complicated by the fact that many PKC inhibitors
cause apoptosis over long time periods.[22] Since PKC isoforms
have been reported to localize to centrosomes during S-
phase,[23, 24] we consider it an open question whether PKC plays
a functional role in centrosome duplication. Trichostatin, the
only histone deacetylase inhibitor in the set, also reduced cen-
trosome numbers. Recently, this class of drugs has been


Figure 2. Treatment of cells with different small molecules results in distinct
changes in region size. A) Subtle differences are observable in nuclear and cen-
trosome sizes in HU-arrested cells treated with 0.92 mm paclitaxel, 85 nm noco-
dazole or 370 mm cycloheximide ; DNA shown in blue, g-tubulin in red. Scale
bar indicates 20 mm. B) Changes in region size are dose-dependent and corre-
lated with different mechanisms of perturbing centrosome duplication. The
points reflect the average of measurements performed in duplicate, with error
bars extending to the original values. Values were normalized by dividing by
the median of the control populations. Grey region indicates 10th and 90th
percentile values of control populations.
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shown to reduce dynein-dependent transport to the centro-
some;[25] this confirms the hypothesis that PCM-1 or other cen-
trosomal components have to be targeted to the centrosome
in order to allow centrosome duplication.[8] Three retinoic acid
isomers and the adenylate cyclase activator forskolin reprodu-
cibly increased centrosome counts without affecting centro-
some area. Retinoic acid is known to promote cAMP-depend-
ent cell growth and differentiation in a number of cell types,[26]


and our results suggest that this signalling might also be im-
portant for centrosome regulation. These results show that this
simple profiling approach can group compounds that affect
common pathways, can allow the exclusion from further analy-
sis of compounds affecting undesired targets, and can also
suggest new centrosome biology.


High-throughput phenotypic screening of small-molecule li-
braries can identify new therapeutic lead compounds and
reveal new proteins involved in processes of interest. We used
our profiling approach to screen for centrosome-duplication in-
hibitors that do not inhibit microtubules or protein synthesis.
We screened a 16 320-member library of small molecules for
inhibitors of centrosome duplication and identified 35 com-
pounds that at 10 mm reproducibly changed the percentage of
cells containing multiple g-tubulin puncta (Figure 3 A). Subse-
quent experiments identified 15 compounds with inhibitory
activity at or below 1 mm. Eleven of these potent inhibitors
showed cytometric profiles similar to those of the protein-syn-
thesis inhibitor, microtubule depolymerizer and microtubule
stabilizer control compounds in Figure 2 B. In vitro microtubule
depolymerization assays are relatively insensitive, and we have
had recurring problems excluding weak depolymerizers in


other assays, so we discarded the five compounds matching
the nocodazole-profile. We also discarded the three members
of the protein-synthesis-inhibitor profile, and further tested
this approach by confirming that no remaining compounds in-
hibited in an in vitro transcription assay and an assay of incor-
poration of 35S-methionine by cultured cells (data not shown).
We performed a combination of FACS analysis and comparison
against other screens previously performed at the Harvard In-
stitute for Chemistry and Cell Biology (ICCB) to identify cell-
cycle inhibitors from the three compounds that matched the
paclitaxel profile and the four compounds that did not match
any of these profiles (Figure 3 B, CDIs 1–4). One of the three
paclitaxel-like compounds did not affect cell-cycle progression;
this suggests that it decreases apparent centrosome numbers
while increasing area by a mechanism other than microtubule
stabilization (Figure 3 B, CDI 5). We speculate that this com-
pound might act on microtubule-associated motors or up-
stream signalling pathways. To confirm that CDIs 1–5 affect
centrosome duplication rather than the distribution of g-tubu-
lin, we treated HU-arrested CHO cells with 25 mm of CDIs 1–5
and confirmed that the distribution of pericentrin, an integral
component of the pericentriolar material, was the same as that
of g-tubulin (Figure 3 C). We have thus identified five com-
pounds that are likely to inhibit the centrosome maturation
process by new mechanisms, and we are working to identify
their protein targets.


Investigations of centrosome duplication and of the hypoth-
esis that misregulated duplication plays a role in tumourigene-
sis[2–6] have been hindered by the fact that manual scoring of
centrosome counts is slow and laborious. The establishment of


Table 1. Known compounds[17] that affect centrosome counts at ~0.6 mg mL�1, subdivided according to cytometric profile.


Decreased counts, smaller nuclei, smaller Decreased counts, larger centrosomes— Increased counts, smaller centrosomes—
centrosomes—“cycloheximide-like” “taxol-like” “nocodazole-like”


A-23 187 Ca + ionophore cytochalasin D actin depolymerizer diphenylamine-
iodonium


NADPH oxidase inhibitor


alsterpaullone Cdk1/cdk5 inhibitor Latrunculin B actin depolymerizer glutaraldehyde cross-linker
anisomycin translation inhibitor SB202190 p38 MAP kinase inhibitor nocodazole microtubule depolymerizer
camptothecin topo I/transcription inhibitor taxol


microtubule stabilizer PD 98 059 MEK inhibitor
cycloheximide translation inhibitor


pifithrin p53 inhibitor
emetine translation inhibitor


podophyllotoxin microtubule
depolymerizer


Gç6796 PKC inhibitor SKF-96 365 Ca channel blocker
Gramicidin H + /K + ionophore vinblastine microtubule depolymerizer
menadione oxidative stress, apoptosis


inducer
oligomycin A F1 ATPase inhibitor Decreased counts, no area change Increased counts, no area change


riluzole
antioxidative, ion channel
blocker, PKC inhibitor


bafilomycin a1
V-ATPase inhibitor


13-cis retinoic retinoic acid receptor
agonist


staurosporine broad-spectrum kinase in-
hibitor


curcumin 5-lipoxygenase, cyclo-
oxygenase inhibitor


9-cis retinoic acid retinoic acid receptor
agonist


monensin Na + ionophore diethylnorspermine
(N,N)


polyamine biosynthesis forskolin cAMP increaser


FCCP H + ionophore phorbol 12 myristate
13 acetate


PKC activator/long-term
inhibitor


retinoic acid, all trans retinoic acid receptor
agonist


Leptomycin nuclear export inhibitor TPEN divalent cation chelator
valinomycin K + ionophore trichostatin-A HDAC inhibitor
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high-throughput methods is thus a necessary step towards
comprehensive studies of this biology. Centrosome overdupli-
cation has been shown to occur upon HU arrest in human cell
lines,[27] and it should be straightforward to extend our meth-
odology to such other cell types. We note that mechanistic
understanding of the effects of compounds that score in this
assay will require significant further cell biological character-
ization. Although this assay is routinely presumed to reflect
normal centrosome-maturation processes, it is difficult, without
electron microscopy, to distinguish real centrosome duplica-


tion from changes in apparent number due to defects in cen-
triole separation or integrity of the pericentriolar matrix.


Although we have focused on high-throughput screening
and analysis of small molecule inhibitors, our methods are
equally suitable for genetic screening and quantitative investi-
gations of large sets of perturbations, and potentially could be
used to analyze tissue or clinical samples. The automated
counting algorithm is robust and versatile, and has already
been adapted to other analysis-limited assays such as fluores-
cence in situ hybridization, aggresome counting and identifica-


Figure 3. Five compounds inhibit centrosome overduplication in HU-treated CHO cells through different mechanisms than the drugs shown in Figure 2 B. A) Scheme
of the screening results for potent inhibitors of centrosome duplication. B) Structures of centrosome-duplication inhibitors CDI 1–5. Arrows indicate the effect on the
centrosome and nuclear area at the EC50. EC50s were obtained by interpolating between the two values flanking the half-maximal change in apparent centrosome
count. C) Immunofluorescence images of HU-arrested CHO cells treated with 25 mm CDI 1–5.
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tion of multinucleate cells.[13–15] The screening and image-analy-
sis methodology we outline here should thus be useful in
basic cell biology, drug discovery and more clinical contexts.


Our results also show that high-throughput microscopy and
computational image analysis remain underexploited tools for
mechanistic analysis of cell phenotypes. First, the observation
that relatively small changes in organelle size can be reprodu-
cibly measured suggests that it is possible to assess more
subtle phenotypes than have conventionally been addressed
in cell biology. Second, although high-content screening by
microscopy has been used to weed out toxic compounds,[28]


and profiling by using the joined results of multiple image-
based screens has been reported,[29] our results hint that clus-
tering with even a small number of cytometric measures from
a single screen may provide mechanistic insight by grouping
perturbations of similar basis, an idea we have begun to devel-
op further.[30]


Experimental Section


Cell culture and immunofluorescence. CHO cells in McCoy’s 5A
media (Invitrogen/GIBCO, Carlsbad, CA) supplemented with 10 %
foetal calf serum and 10 mm HEPES, pH 7.4, were plated into tissue
culture-treated clear-bottom 384-well plates (Nalge Nunc Interna-
tional, Rochester, NY) at a density of 7000 cells per well, final
volume 30 mL. The plates were spun for 1 min at 1000 rpm in a
tabletop centrifuge and incubated overnight at 37 8C, 5 % CO2. HU
stock in media (10 mL, 8 mm) was added, compound stocks in
DMSO (100 nL) were transferred by using a robot-controlled stain-
less-steel pin array,[31] resulting in a 400-fold dilution, and plates
were returned to the incubator for 32 h.


To prepare cells for immunofluorescence, media were aspirated
and replaced with PBS (50 mL), pH 7.2, which was immediately re-
placed with two exchanges of perm buffer (50 mL; 100 mm K-Pipes,
10 mm EGTA, 1 mm MgCl2, 0.2 % Triton-X 100). After 5 min, this was
aspirated and replaced with methanol at �20 8C, taking care to
maintain cold temperature. Plates were incubated at �20 8C for
10 min, then washed twice with TBS-TX buffer (10 mm Tris, pH 7.5,
100 mm NaCl, 0.1 % Triton-X 100), followed by 2 h incubation in
AbDil (50 mL; TBS-TX-100, 2 % BSA). Cells were then incubated for
1 h in anti-g-tubulin (20 mL, 1:1000, Sigma) in AbDil, washed with
TBS-TX (2 � 50 mL) and AbDil (1 � 50 mL). Alexa-594 goat anti-mouse
secondary antibody (20 mL, 1:250 dilution, Molecular Probes) and
Hoechst 33342 (1 mg mL�1, Sigma) in AbDil was applied for 1 h, fol-
lowed by washing with TBS-TX-100 (2 � 50 mL). For high-through-
put screening, all liquids were dispensed by using an eight-channel
Multidrop (Labsystems). For follow-up imaging, cells were treated
as above, with the addition of anti-pericentrin antibody (gift from
Christiane Wiese) during the primary incubation and Alexa-488
goat anti-rabbit antibody (Molecular Probes) during the secondary
incubation.


Compound libraries. High-throughput screening was performed
on a 16 320-member library of uncharacterized compounds (Di-
verse E set, Chembridge Corp.; plated in 10 mm stock solutions in
DMSO), a 489-member of known bioactive compounds prepared
at ICCB (plated at 5 mg mL�1, 1.1 mg mL�1 and 0.25 mg mL�1 in
DMSO), and a 1040-member library provided by the National In-
stitutes of Neurological Disease and Stroke (plated at 10 mm in
DMSO). All plates were screened in duplicate. The compounds
used for initial assay calibration plates and compounds reordered


after primary screening were dissolved in DMSO and prepared in
threefold dilution series ranging from 5 to 10 mm.


Image acquisition. High-throughput screening images were ac-
quired by using a NikonTE300 inverted fluorescence microscope
equipped with an automated filter wheel (Sutter), motorized x–y
stage (Prior), piezoelectric-motorized objective holder (Physik In-
strumente), cooled CCD camera (Hamamatsu) and a robotic plate-
transfer crane (Hudson) all controlled by Metamorph software (Uni-
versal Imaging). A Plan Fluor 10 � objective was used with 2 � 2
binning on chip. Acquisition required ~1 h per plate. Follow-up
images were acquired as z-series by using a Nikon TE200 micro-
scope with a 60 � Plan Fluor objective, and were deconvolved by
using Deltavision software and displayed as projections.


Image analysis. Images were analyzed with software custom-writ-
ten by using Visual Basic 6.0 (Microsoft) and Halcon 6.0.1 (MVTec
Software). This software iterates the algorithm over all images
specified by the HTS parameter files produced by Metamorph and
returns the resulting values to an Excel spreadsheet. Analysis re-
quired an average of 4 s on a typical PC for an image containing
600–1000 cells.


Nuclear region segmentation. To maximize robustness to variation
in staining and illumination intensity, as well as to minimize the
need for assumptions about nuclear size and shape, we used a
rapid-segmentation approach that relies solely on the sign of the
second derivative of fluorescence intensity. In contrast to the more
conventional use of zero-crossings in the second derivative as part
of an edge-detection strategy, we took advantage of the convexity
of nuclear intensity at low resolutions and directly identified dis-
crete regions of negative-valued Laplacian; we have recently de-
scribed this approach elsewhere.[30] DAPI intensity images were
convolved with a Laplacian-of-a-Gaussian kernel[12] of width
1.75 pixels, and values less than �1 were identified in this filtered
image. Holes in the resulting regions were filled, and following a
morphological erosion with a disc of radius 2 pixels, discrete re-
gions falling within a size range specified manually for each plate
were identified. Following dilation by a disc of radius 4 pixels,
these regions were identified as nuclear regions.


Centrosome-region segmentation. To identify centrosomes while ex-
cluding larger debris in the g-tubulin staining, we applied a top-
hat filter whose inner and outer radii were set manually for each
plate and then identified for values above a manually determined
value.[12]


Measures. The number of discrete regions in the intersection of the
set of centrosome regions with each nuclear region is defined as
the centrosome count for that nuclear region. For each image, the
number of nuclear regions with centrosome counts of 0, 1, 2, 3, 4
or >4 was recorded. The mean area for each plate of the nuclear
regions and of the centrosome regions was recorded.


Data analysis. We frequently observed row-to-row variation in
staining intensity, which we attributed to systematic high-through-
put liquid-handling errors. As such, all high-throughput screening
values were normalized by dividing by the median value for each
row. For known-compound and screening follow-up plates, meas-
urements were divided by the median value of DMSO control wells
placed at multiple positions on the plate. To select high-through-
put screening compounds for follow-up, Excel macros were used
to identify wells for which the mean value of experimental repli-
cates scored >2 standard deviations from the norm, with the
added restriction that the difference between the two replicate
values had to be less than a manually set threshold.
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Chemical Inhibitors when Timing Is Critical: A
Pharmacological Concept for the Maturation of
T Cell Contacts
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Introduction


The interaction of a T lymphocyte with an antigen-presenting
cell (APC) is a primary example of regulation of an intercellular
interaction. Research in the past few years has provided a
wealth of information on molecules in the plasma membrane
and inside T cells and target cells that participate in and modu-
late these interactions. Now, the timing and contribution of in-
dividual molecular events to contact formation and generation
of a T cell response need to be addressed in detail.


Binding of T cell receptors (TCR) to agonistic major histo-
compatibility (MHC) complexes initiates a cascade of signalling
events central to the execution of the adaptive immune re-
sponse.[1] Upon TCR engagement, the Src-family kinase (SFK)
Lck phosphorylates tyrosines of the immunoreceptor tyrosine-
based activation motifs (ITAMs) within the TCR/CD3 complex.[2]


The cytoplasmic Syk family tyrosine kinase ZAP-70 is recruited
to the TCR/CD3 complex by binding to phosphorylated ITAMs.
Activation of ZAP-70 leads to the progagation of the signal
through multiple pathways that culminate in gene expression
and the formation of a highly ordered supramolecular struc-
ture at the interface of the T lymphocyte and the APC, the “im-
munological synapse”.[3] Formation of the immunological syn-
apse occurs through the rearrangement of transmembrane
molecules in the T cell–APC contact.[4] Concomitant with the re-
distribution of transmembrane molecules, proteins involved in
cell adhesion and intracellular signalling, as well as microfila-
ments and associated proteins are concentrated at the contact
site.


Given the prominence of the redistribution of membrane
proteins to this point, research on the immunological synapse
has been based on T cell–APC contacts or on model systems in


which the APC was replaced by lipid bilayers incorporating
membrane proteins; these are experimental approaches that
allow for the lateral diffusion of membrane proteins.[3] As a
consequence synapse maturation has been associated with the
morphological reorganization of the T cell–APC contact. Limit-
ed information exists on the individual contributions of signal-
ling molecules to the transformation of the contact from a pre-
mature early stage into a mature late stage.


In order to focus on the role of signalling activities in con-
tact maturation, we selected anti-CD3e antibody-coated cover-
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Cellular signal transduction proceeds through a complex network
of molecular interactions and enzymatic activities. The timing of
these molecular events is critical for the propagation of a signal
and the generation of a specific cellular response. To define the
timing of signalling events, we introduce the combination of
high-resolution confocal microscopy with the application of
small-molecule inhibitors at various stages of signal transduction
in T cells. Inhibitors of Src-family tyrosine kinases and actin dy-
namics were employed to dissect the role of the lymphocyte-spe-
cific tyrosine kinase Lck in the formation and maintenance of


T cell receptor/CD3-dependent contacts. Anti-CD3e-coated cover-
slips served as a highly defined stimulus. The kinetics of the re-
cruitment of the yellow fluorescent protein-tagged signalling pro-
tein ZAP-70 were detected by high-resolution confocal microsco-
py. The analysis revealed that at 5 min after receptor engage-
ment, Lck activity was required for maintenance of contacts. In
contrast, after 20 min of receptor engagement, the contacts were
Lck-independent. The relevance of the timing of inhibitor applica-
tion provides a pharmacological concept for the maturation of
T cell–substrate contacts.
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slips as a well-defined stimulus for the activation of T cells.[5] In
contrast to stimuli provided by APCs or lipid bilayers, surface-
coated anti-CD3 antibodies are immobile; this precludes the
rearrangement of transmembrane receptors by lateral diffusion
as a mechanism for contact maturation. As a consequence,
stimulation of T cells with immobilized antibodies eliminates
one level of complexity in the analysis of CD3-dependent sig-
nalling events. Coverslips coated with anti-CD3e antibodies re-
produce major events of T cell receptor-dependent signalling
and enable the analysis of the recruitment of signalling mole-
cules to the CD3 complex by high-resolution confocal micro-
scopy.[6]


We applied chemical inhibitors to investigate the role of Lck
in the maintenance of T cell contacts at various stages after en-
gagement of receptors.[7, 8] It has previously been shown that
active Lck is associated with the immature immunological syn-
apse.[9] However, cells lacking this kinase fail to establish con-
tacts with anti-CD3-coated coverslips (unpublished results).
Therefore, application of small-molecule inhibitors after contact
formation is the only way to analyze the functional role of Lck
activity at later stages of signalling.


T cell hybridoma cells stably expressing a ZAP-70–yellow
fluorescent protein (YFP) fusion protein alone or in combina-
tion with a CD3z–cyan fluorescent protein (CFP) were exposed
to anti-CD3e-coated coverslips, and inhibitors were added at
different time points before and after formation of contacts.
ZAP-70 is recruited to the TCR signalling complexes within the
first minutes of T cell activation and remains associated with
the synapse throughout the early stages of immunological syn-
apse formation.[9, 10] We therefore expected ZAP-70–YFP locali-
zation to be a sensitive readout for any changes in activities
that have an impact on the engagement and activation of CD3
complexes.


Results


Using anti-CD3e-coated coverslips as a stimulus, we intended
to i) elucidate the functional role of active Lck in the early
stages of CD3 engagement and ii) determine whether a spatial
rearrangement of transmembrane molecules was required for
the transformation of a T cell contact from an immature to a
mature stage. Hybridoma cells coexpressing the ZAP-70–YFP
fusion protein alone or in combination with a CD3z–CFP
fusion protein were used as readouts for signalling events af-
fecting the CD3-complex.


Functional integrity of fusion proteins


ZAP-70–YFP and CD3z–CFP fusion proteins were overex-
pressed in the 3A9 hybridoma cell line by using a retroviral in-
fection system with an efficient and highly stable expression.
Western blotting of total cell lysates with an anti-GFP antibody
revealed that both proteins were expressed at the expected
molecular weights of 95 kDa and 41 kDa. No degradation prod-
ucts could be detected. Incubation of the coexpressing cells
with 0.5 mm sodium pervanadate followed by anti-phospho-
tyrosine immunoprecipitation and Western blotting against


GFP revealed that both ZAP-70 and CD3z fusion proteins were
phosphorylated in an activation-dependent manner (Figure 1).
Furthermore, by using anti-CD3e-coated coverslips as a stimu-
lus, the recruitment of the ZAP-70 fusion protein to the CD3
complex was demonstrated by immunoprecipitation (see
below).


Transient recruitment of ZAP-70–YFP to CD3 clusters


First, the dynamics of cell spreading and ZAP-70 recruitment
were investigated by exposing 3A9 ZAP-70–YFP transfectants
to coverslips coated with anti-CD3e antibodies. In our case, the
adsorption of the antibodies was enhanced by rendering the
surface of the coverslip hydrophobic by silanization with octa-
decyl-trimethoxysilane, in contrast to work reported previous-
ly.[11] In order to prevent surface functionalization with extracel-
lular matrix proteins within the cell suspension, which could
mediate cell attachment through integrins, coverslips were
blocked with 1 % BSA in PBS after incubation with antibody. In
addition, cells were washed and added to the coverslips in
serum-free medium. Upon contacting the anti-CD3e-functional-
ized coverslip, the cells spread rapidly and small, discrete clus-
ters of ZAP-70–YFP (approx. 0.5 mm) began to form (Figure 2).
Analysis of the surface distribution of the anti-CD3e antibodies
by immunofluorescence excluded inhomogeneities as the
origin of ZAP-70–YFP clustering (data not shown). No cell
spreading or ZAP-70–YFP clusters were observed with control
coverslips coated with polylysine, anti-CD4 antibodies or BSA.


Maximum cell spreading was detected within 5 min. Con-
comitant with cell spreading, clusters appeared at the leading
edge of the cells, culminating in a near complete peripheral
ring of ZAP-70–YFP after about 10 min. Time-lapse imaging
demonstrated that the formation of clusters at the periphery
resulted from engagement of CD3 complexes at newly formed


Figure 1. Activation-dependent tyrosine phosphorylation of CD3z–CFP and
ZAP-70–YFP. A) and B) lysates from 3A9 cells alone or, C) and D) from cells co-
expressing CD3z–CFP and ZAP-70–YFP were immunoprecipitated with an anti-
phosphotyrosine monoclonal antibody (mAb) before (�) or after (+) a
5 minute treatment with sodium pervanadate (0.5 mm). Immunoprecipitates
were subsequently blotted with anti-GFP mAb. The bands at 25 and 50 kDa
probably result from cross-reactivity of the secondary anti-mouse antibody
with the antibody used for immunoprecipitation.
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contact sites, rather than lateral diffusion or transport of aggre-
gated proteins along the proceeding cell edge. The ring of
clusters started to disappear after about 15 min and was com-
pletely undetectable about 25 min after formation, that is,
about 30 to 40 min after the initial cell–substrate contact. At
the same time, the cells slowly started to retract their exten-
sions from the coverslip. Furthermore, a dissipation of central
ZAP-70–YFP clusters was observed, until they were barely visi-
ble after 60 min.


The time frame of ZAP-70–YFP recruitment observed in our
system resembles the dynamics of ZAP-70 association in a
T cell–APC immunological synapse.[9] The dissipation of ZAP-70
clusters indicates the initiation of down-regulatory events that
limit the duration of the ZAP-70-dependent signal. Functional
TCR engagement by surface-coated anti-CD3e antibodies was
further confirmed for this system by the detection of nuclear
translocation of the transcription factor NFATc (data not
shown). For experiments requiring fixed cells, the 40 min time
point was chosen. At this stage, the cells still fully adhered but
ZAP-70 clusters had partially dissipated. When using signalling
inhibitors, this time point should therefore reliably reflect
changes in signalling activities that influence ZAP-70 recruit-
ment and cell attachment.


ZAP-70–YFP colocalizes with CD3 receptor complexes


In order to identify the molecular basis for the formation and
dissipation of ZAP-70 clusters, we first determined whether the
dynamics of ZAP-70–YFP clustering correlated with the forma-
tion of CD3z–CFP clusters. For this purpose, 3A9 hybridoma
cells coexpressing the ZAP-70–YFP and a CD3z–CFP fusion pro-
tein were examined by confocal microscopy by using the same


stimulus (Figure 3). CD3z–CFP formed discrete clus-
ters that fully colocalized with ZAP-70–YFP in the
early stages of stimulation. This colocalization sug-
gests that ZAP-70–YFP clustering resulted from re-
cruitment to phosphorylated CD3 ITAMs, notably the
CD3z chain. In contrast to ZAP-70, the CD3z clusters
persisted over the whole 60 min time course of the
experiment. The persistence of CD3z clusters indi-
cates that the dissipation of ZAP-70–YFP clusters was
not due to CD3z internalization but to other down-
regulatory mechanisms that modulate ZAP-70 recruit-
ment to the plasma membrane. These experiments,
for which fixed cells were used, also confirmed that
the loss of YFP fluorescence in the live-cell experi-
ments was not due to photobleaching. The confocal
optics restricted the detection of fluorescence to an
optical section next to the coverslip. It was therefore
difficult to determine, whether the loss of YFP fluo-
rescence was due to redistribution of the fusion pro-
tein throughout the cell or to degradation. In order
to answer this question, cells were seeded onto anti-
CD3e-coated coverslips, and the levels of the fusion
protein and endogeneous protein were probed by
Western blotting. The ZAP-70 levels remained un-
changed throughout the experiment (Figure 3 B).


Continuous Src-family kinase activity is required for main-
tenance of cell contacts only in the early phase of cell
attachment


Up to this point we have established that anti-CD3e-coated
coverslips induce a focal engagement of CD3 complexes that
leads to a transient recruitment of ZAP-70 with a time course
similar to that of the T cell–APC contact.[9] In order to reveal
the role of Lck in the formation and maintenance of the clus-
ters, an inhibitor-based strategy was chosen. Small-molecule
inhibitors represent powerful tools for rapidly interfering with
cellular-signalling processes. The specificity of the effects ob-
served for inhibition of Lck activity was established through a
combination of results obtained with the Src-family kinase in-
hibitors PP2 and SU6656. Of the kinases involved in early sig-
nalling in T lymphocytes, PP2 inhibits the Src-family kinases
Lck and Fyn with an IC50 value of 4–5 nm.[12] However, addition-
al kinases might also be inhibited.[13] In contrast, for SU6656,
the IC50 value for the inhibition of Lck is 6.9 mm, while Src, Fyn,
Yes and Lyn are inhibited with IC50 values in the mid to upper
nanomolar range.[14] In addition, SU6656 and PP2 vary greatly
in their activity profiles for the inhibition of non-Src-family
kinases.[13]


Pretreatment of the cells with 20 nm PP2 inhibited their ca-
pacity to adhere and spread on the anti-CD3e-coated cover-
slips. Signalling-active Lck is associated with the immature im-
munological synapse for the first 10 min after contact forma-
tion.[9] When PP2 was added 5 min after contact formation,
ZAP-70 clusters, especially those in the periphery of the cells,
dissipated. The cells retracted their contacts, and the contour
of the cell changed from convex to concave within 5 min (Fig-


Figure 2. Cell spreading and clustering of ZAP-70–YFP fusion proteins in a ZAP-70–YFP
transfected 3A9 cell that is in contact with an anti-CD3e-coated coverslip. The cell was
imaged by time-lapse confocal microscopy. In order to ensure recording of coverslip-proxi-
mal fluorescence, a confocal stack consisting of five slices was recorded for each time point
and slices containing surface-proximal fluorescence were selected for the figure. Time in
minutes; the bar denotes 10 mm.
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ure 4 A). This rapid and strong retraction was a phenomenon
observed exclusively for more than 60 % of the PP2-treated
cells at this stage. The detachment of cells prompted us to
also add the inhibitor at a time point when the ZAP-70 clusters
started to dissipate. We hypothesized that contacts might be
functionally different when early signalling events had termi-
nated. In fact, in contrast to addition after 5 min, addition of
PP2 20 min after contact formation had no significant effect on
cell attachment. The size and distribution of the ZAP-70–YFP
clusters corresponded to those of untreated cells (Figure 4 B).
Furthermore, the kinetics of cluster dissipation were compara-


ble to those of the control. Apparently, in the early phase of
CD3 engagement, continuous Src-family kinase activity is re-
quired to maintain cell attachment and ZAP-70 clustering.
Later, this requirement vanishes. In order to biochemically vali-
date the inhibitor effects at different time points, the interac-
tion of the CD3-complex with ZAP-70 was probed with anti-
CD3e immunoprecipitation followed by Western blotting with
an anti-ZAP-70 antibody. Given that the addition of PP2
(20 nm) caused a dissipation of clusters over a time course of
several minutes, the concentration dependence of the effect of
PP2 was first assessed (Figure 4 C). This inhibitor has been used
at very different concentrations in different cellular model
systems, from the lower nanomolar to the micromolar
range.[6, 12, 15, 16] Cells were stimulated on the same anti-CD3e-
coated coverslips used for cell biological experiments and
lysed after a total of 10 min stimulation time. As expected, the
recruitment of ZAP-70 to the CD3 complex was stimulus-de-
pendent. To our surprise, at 20 nm PP2, no effect on ZAP-70 re-
cruitment was detected, either when the inhibitor was added
before initiation of stimulation or after. When the inhibitor was
added at 200 nm or higher concentrations before the initiation
of stimulation, the ZAP-70 signal was strongly reduced. Inter-
estingly, the inhibitory effect was even more pronounced
when 200 nm PP2 was applied 5 min after initiation of stimula-
tion than at 20 min after or before initiation of stimulation
(Figure 4 D).


Exposure of cells to SU6656 at a concentration of 1 mm had
no effect either on the attachment and spreading of cells or
on ZAP-70 clusters ; this indicates that the PP2-dependent ef-
fects were specifically related to the inhibition of Lck. In order
to confirm that SU6656 had the potential to exert a specific in-
hibitory activity, a human Jurkat T cell lymphoma cell line was
exposed to coverslips coated with an antibody directed
against the integrin LFA-1. This integrin acts as a coreceptor in
T cell signalling.[17] The propagation of integrin-dependent sig-
nals is Src-kinase dependent. As expected, preincubation with
both PP2 (20 nm) and SU6656 (1 mm) strongly reduced the at-
tachment of Jurkat cells. On anti-CD3-coated coverslips, PP2
exerted a significant effect, while SU6656 showed only a weak
effect (not shown).


Cell detachment is actin independent


In order to address the molecular basis for PP2-dependent cell
detachment, we decided to investigate the role of actin reor-
ganization on cell attachment, ZAP-70 clustering and cell
spreading. Reorganization of F-actin at the immunological syn-
apse has been related to the stabilization of the T cell–APC
contact.[18] Both Lck and Fyn have been implicated in the T cell
stimulation-dependent actin reorganization.[19, 20] T cell spread-
ing on a functionalized surface is accompanied by the rear-
rangement of F-actin into circumferential rings.[5, 11]


When cell detachment was induced by addition of PP2 after
5 min of stimulation, a fragmentation of F-actin was observed
(Figure 5 A and B). In contrast, little effect on F-actin was ob-
served when PP2 was added to cells after 20 min stimulation
(Figure 5 C). Again, the characteristic detachment was visible


Figure 3. Corecruitment of TCR CD3z-chains and ZAP-70. A) 3A9 cells cotrans-
fected with CD3z–CFP and ZAP-70–YFP were exposed to anti-CD3e-coated cov-
erslips, fixed after 10, 20, 40, and 60 min of stimulation and imaged by confo-
cal laser scanning microscopy. Left panels : CFP fluorescence (red); centre
panels : YFP fluorescence (green); right panels : superposition of both channels.
A confocal section corresponding to the surface of the coverslip is shown in
each case. The bar denotes 10 mm. B) An anti-ZAP-70 Western blot was per-
formed in order to determine whether the decrease in fluorescence was due to
a degradation of the fusion protein. 3A9 cells expressing ZAP-70–YFP and
CD3z–CFP were left unstimulated (�), or stimulated on CD3e-functionalized
coverslips for 5, 10, 20, 40 and 60 min. Lysates were subsequently blotted with
an anti-ZAP-70 antibody. An anti-GAPDH antibody served as a control for the
amount of cellular protein. The band at 50 kDa likely resulted from the cross-
reactivity of the secondary antibody with residual stimulatory antibody that
was washed off the coverslip during cell lysis.


ChemBioChem 2005, 6, 152 – 161 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 155


Maturation of T Cell Contacts



www.chembiochem.org





Figure 4. Effect of Src-family kinase inhibition on cell attachment and ZAP-70 clustering. Time-lapse confocal microscopy of ZAP-70–YFP expressing cells before and
after addition of the Src-family kinase inhibitor PP2 (20 nm). Cells were allowed to establish contacts with the coverslips for A) 5 min and B) 20 min before addition
of the inhibitor. A confocal section corresponding to the surface of the coverslip is shown in each case. The time points after the addition of the inhibitor are
shown. The bar denotes 10 mm. C) Biochemical validation of the effect of PP2 on ZAP-70 recruitment. 3A9 cells expressing ZAP-70–YFP were left unstimulated (�),
stimulated on CD3e-functionalized coverslips without inhibitor (+), treated with PP2 (20 nm) added 5 min after initiation of stimulation (a.i.) or treated with PP2
added at the concentrations of 20 nm, 200 nm, 2 mm, and 20 mm 5 min before initiation of stimulation (b.i.). Cells were stimulated for a total time of 10 min. Lysates
were immunoprecipitated with antibodies against CD3e and subsequently blotted with an anti-ZAP-70 antibody. D) Dependence of the inhibition of ZAP-70 recruit-
ment on the timing of inhibitor application. Anti-CD3e immunoprecipitates of lysates of cells left unstimulated (�), stimulated on anti-CD3e-coated coverslips for a
total of 30 min, without (+) or with PP2 (200 nm) added at the indicated time points were probed for ZAP-70 by Western blotting.


Figure 5. Effect of inhibitors on F-actin, cell attachment and ZAP-70 clusters. A) Untreated controls, B) cells exposed to PP2 (20 nm) after 5 min (5’ a.i.) and
C) 20 min (20’ a.i.) after initiation of stimulation, D) cells pretreated with CytD (10 mm) 5 min before exposure to the coverslips (5’ b.i.), E) and incubated with CytD
after 5 min and, F) 20 min after initiation of stimulation. In the figure, the time point when the inhibitor was added is given in each panel. In each case, including
the control, the cells were incubated for a total of 40 min before fixation, that is, a further 35 min when inhibitor was added after 5 min, or a further 20 min when
inhibitor was added after 20 min. Actin was visualized by using biotin-conjugated phalloidin (50 mg mL�1) in combination with Cy5-conjugated streptavidin. The left
panels (red) represent actin, the centre panels (green) ZAP-70–YFP. In the right panels a superposition of both channels is shown.
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for the majority of the PP2 treated cells, but only
rarely seen in untreated cells. In order to ascertain
whether the fragmentation of F-actin was the reason
for cell detachment, cells were incubated with CytD,
an inhibitor of actin polymerization. In contrast to
PP2, preincubation of cells with CytD (10 mm) did not
inhibit the formation of ZAP-70–YFP clusters at the
cell-substrate contact or cell adhesion (Figure 5 D).
However, consistent with results reported previously
for Jurkat cells, the actin-mediated spreading of cells
on the surface was inhibited.[11] Unlike PP2, CytD
treatment of cells contacting the coverslips for 5 min,
did not cause detachment or retraction of the cells
from the surface. Instead, the cells were spread out
on a smaller area; this demonstrated that only cell
extension was inhibited (Figure 5 E). No peripheral
actin ring formed, and actin did not colocalize with
ZAP-70–YFP clusters. For cells treated with CytD after
20 min, the only visible effect was a mild disruption
of F-actin compared to the controls (Figure 5 F). In
addition, CytD inhibited not only the spreading of
the cells, but also prevented the dissipation of ZAP-
70–YFP clusters, since the ZAP-70–YFP clusters appeared
brighter in CytD-treated cells than in control cells stimulated
for the same length of time. In contrast to PP2-treated cells,
ZAP-70 clusters in CytD-treated cells persisted over the entire
60 min time course of the experiment. In order to address
whether this persistence of clusters was due to an inhibition of
actin-dependent internalization, confocal stacks of CytD-treat-
ed cells and controls were acquired. No evidence for actin-de-
pendent internalization of ZAP-70-rich vesicles was obtained.
The observations made for the inhibitors and the loss of colo-
calization in controls at the 40 min time point support the
notion that ZAP-70 clustering is only indirectly coupled to F-
actin polymerization. However, cell spreading driven by stimu-
lation-dependent actin reorganization is a prerequisite for the
formation of peripheral contacts and clusters.


Cell retraction upon Src-family kinase inhibition occurs by
detachment of contacts


The results shown so far indicate that the PP2-induced detach-
ment of cells is not due to an inhibition of actin polymeriza-
tion. Instead, Lck might exert a direct effect on the CD3 com-
plex or CD3-associated proteins that act upstream and/or are
independent of actin polymerization and that destabilize the
cell-substrate contact. In order to probe the intimacy of cell–
substrate contact, cells were fixed, but not permeabilized, and
coverslips were incubated with a Cy5-conjugated anti-Armeni-
an hamster antibody. In the absence of permeabilization, the
surface of the coverslip underneath the cell is accessible to the
Cy5-labelled antibody only from the side (Figure 6). In control
cells, the area of cell contact with the coverslip was completely
inaccessible to the antibody; this is indicative of a tight cell–
substrate contact (Figure 6). In contrast, in the periphery of
PP2-treated cells, the anti-CD3e fluorescence colocalized with
ZAP-70–YFP fluorescence. This distribution of fluorescence


strongly suggests that cell retraction induced by PP2 occurs by
disengagement of cell contacts from the antibody-coated sur-
face. The peripheral CD3 contacts were destabilized to the
point that, even for the contacts themselves, the surface
became accessible to the antibody. Finally, detachment occur-
red in a highly disordered fashion. Instead of a uniform retrac-
tion of the cell edge, some contacts were maintained and
large bay-like shapes formed. Formation of these shapes can
be explained by a generalized destabilization of contacts
across the surface and their random detachment.


Discussion


In this paper, chemical inhibitors were used in combination
with high-resolution confocal microscopy for the analysis of
the timing of signalling activities in cellular signal-transduction
pathways. The application of inhibitors of Src-family kinases as
well as microfilament dynamics at various stages before and
after contact formation provided new insights into the initial
steps of CD3-dependent signal transduction in T cells.


Maturation of signalling clusters on anti-CD3e-coated
surfaces


In our experiments, glass coverslips homogeneously coated
with anti-CD3e antibodies were used as a minimal stimulus en-
gaging CD3 complexes in a manner that precludes the ordered
rearrangement of transmembrane molecules by lateral diffu-
sion. Three different stages of susceptibility to inhibition of
Src-family kinases by PP2 could be distinguished. First, cells
pretreated with PP2 failed to establish contacts; this is consis-
tent with the finding that PP2 pretreatment inhibits induction
of tyrosine phosphorylation upon subsequent TCR/CD3 cross-
linking.[21] Second, cells that had established contacts for 5–
10 min continued to be sensitive to PP2. Third, at 20 min after


Figure 6. Analysis of the mechanism of PP2-induced cell detachment. Tightness of cell-sub-
strate contacts as determined by the accessibility of surface-bound Armenian hamster anti-
CD3e antibody to Cy5-labelled anti-Armenian hamster antibody (a-hamster). Cells were
stimulated for 5 min, followed by incubation for 20 min A) in the absence B) or presence of
PP2 (20 nm). ZAP-70–YFP fluorescence is shown in green (left panels), Cy5 fluorescence of
anti-Armenian hamster antibody in red (centre panels). Right panels : superpositions of both
channels. To the right, schemes of surface staining with Cy5-labelled anti-Armenian hamster
antibodies are shown. The cells were fixed but not permeabilized. Surface bound Armenian
hamster anti-CD3 antibodies in the cell-substrate contact were therefore only accessible to
the anti-Armenian hamster antibody by lateral diffusion of the molecules into the contact
area. The bar denotes 10 mm.
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initial engagement, the ZAP-70 cluster dynamics were no
longer sensitive to the inhibitor and the dissipation, and de-
tachment followed its normal time course. By combining inhi-
bitors with different specificities, especially by taking advan-
tage of the recently described inhibitor SU6656, we were able
to show that the effect of PP2 could most likely be attributed
to inhibition of Lck (Figure 7). While PP2 acts as an inhibitor of


the Src-family kinases Lck, Fyn, Hck and Src, SU6656 is thought
to act on the Src-family kinases Src, Fyn, Yes and Lyn, but not
on Lck at the concentration used in our experiments.[14] In ad-
dition, at a concentration of 20 nm, Lck and Fyn are the pri-
mary activities relevant for T cell attachment inhibited by PP2.
Moreover, the Lck-deficient Jurkat cell line JCaM1.6 failed to
spread on anti-CD3e-functionalized coverslips, while Lck-re-
transfected cells were able to spread (data not shown).[22] The
failure of Fyn to compensate for Lck mutations in cell adhesion
further stresses the significance of Lck in the maintenance of
ZAP-70 clusters.[19] Since Lck is the primary kinase involved in
CD3-dependent signalling, validation of the inhibitory activity
of SU6656 had to rely on an independent assay. Using a very
similar experimental design, we could demonstrate that this
compound inhibited the attachment of Jurkat T cell lymphoma
cell line on anti-LFA-1-coated coverslips. As expected, given
the activity profiles of the compounds, both PP2 and SU6656
had the same effect.


Molecular mechanism of contact maturation and
detachment


Actin remodelling has been described as a hallmark of both
immunological synapse formation and contact formation of
T cells with anti-CD3-coated surfaces. Both Lck and Fyn have
been implicated in these processes.[11, 20, 23] Consistent with
these prior results, addition of PP2 affected the distribution of
F-actin, both at the early and late time points. However, inhibi-


tion of microfilament dynamics by CytD only affected cell
spreading. Neither cell attachment nor ZAP-70 clustering were
affected by this compound. Apparently, the Lck-dependent
regulation of CD3 engagement is controlled by mechanisms
acting upstream of actin polymerization at the contact site. At
present, we can only speculate how such disengagement
occurs on the molecular level. The failure of cells preincubated
with PP2 to adhere to anti-CD3-coated coverslips indicates
that the presence of receptor and ligand is insufficient for es-
tablishing strong receptor–ligand contacts and suggests that
some sort of feedback in early intracellular events is necessary
for adhesion, even to such a simple and highly stimulatory sur-
face. The observations made for the CD3-dependent attach-
ment resemble the modulation of integrin-mediated cell adhe-
sion.[24–26] The results suggest that Src-family kinases act on the
CD3 complex in a way that affects the avidity of these recep-
tors for a polyvalent ligand.


Analysis of T cell contacts by chemical inhibitors


Given the importance that has been attributed to the lateral
mobility of receptor molecules, the formation and maturation
of the immunological synapse has most often been investigat-
ed in the T cell–APC contact or for T cells exposed to ligands in-
corporated into supported lipid bilayers.[1] Therefore, up to this
point, contact maturation between a T cell and an APC has
been based largely on morphological criteria. Our results show
that stimulation by a well-defined and highly simplified nondif-
fusive stimulus can also induce transformation of contacts
from a stage sensitive to Src-family/kinase inhibition to one
that is inhibition insensitive.


The demonstration that T cell contacts acquire an insensitivi-
ty to the inhibition of Lck introduces a pharmacological con-
cept of contact maturation. Moreover, the different pheno-
types obtained for the inhibition of Lck before and at various
stages after formation of contacts, stress a major advantage of
chemical inhibitors over alternative methods for interfering
with the function of a protein. Knock-down strategies as well
as the down-regulation of protein expression by small interfer-
ing RNAs (siRNA) preclude the analysis of protein signalling ac-
tivities that are vital for the initiation of a signal.


In the analysis of T cell signal transduction, there is evidence
to suggest that the kinetics of signalling critically determine
the functional response of a T cell.[27] Chemical inhibitors repre-
sent a powerful means to investigate in detail the functional
implications of such signalling kinetics. As an alternative to the
application of an inhibitor after a given period of time, for low
affinity compounds one could also imagine removing a chemi-
cal signalling block by “washing-out”. In addition to investigat-
ing the function of a gene product with compounds of known
activity, screens of small-molecule inhibitors with unknown tar-
gets for the induction of phenotypes in chemical genetics are
also being performed, for example, in the embryonic develop-
ment of organisms,[8] particularly as kinetics also play a role in
these cases. Such screens, therefore, greatly benefit from the
addition of compounds at different time points.[8]


Figure 7. Schematic summary of the effects of inhibitors on cell morphology
and ZAP-70 aggregates observed for addition of compounds before, 5 min and
20 min after contact of cells with the anti-CD3-coated coverslips.
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Interestingly, the cellular phenotype provided a more sensi-
tive sensor to the presence of the inhibitor than the biochemi-
cal analysis of the recruitment of ZAP-70. Incubation of cells
with 200 nm PP2 5 min after initiation of stimulation had the
strongest effect on ZAP-70 recruitment, in accordance with the
results obtained by microscopy. However, when cells were pre-
incubated with 20 nm of PP2, ZAP-70 was still recruited to the
CD3 complex. In contrast, at this inhibitor concentration, no
spreading of 3A9 cells on anti-CD3-coated coverslips was de-
tected. At present, the molecular details of this phenomenon
remain elusive. We can only speculate that subtle changes in
the balance of kinase and phosphatase activities are translated
into different degrees of cell spreading. Given that T cells react
sensitively to differences in MHC–peptide complexes and that
the kinetics and balance of the recruitment of signalling pro-
teins have been discussed as the basis for this discriminatory
ability, these results are not completely surprising.[28] In our
analyses, we aimed at using the same anti-CD3-coated cover-
slips as used for cellular experiments for the stimulation of
cells in biochemical experiments. A larger number of cells and
more detailed analysis of the pattern of phosphorylation might
resolve the molecular details of this observation.


One possible limitation is the lack of specificity of some in-
hibitors. However, for the Lck-dependent signalling addressed
in this study, only two members of the group of SFK target
proteins have been implicated in the investigated signalling
pathway. Of these two proteins (Lck and Fyn) Lck was singled
out as the relevant target by incubation of cells with an inhibi-
tor with a different activity profile. Given the availability of di-
verse compound collections with different activity profiles, a
strategy in which the specificity of an observed effect is con-
firmed by application of different inhibitors at various time
points might be realized for a large number of molecular tar-
gets. In order to perform such analyses efficiently, a robust
stimulation protocol that provides maximum information on
the respective signalling pathway is required. For the analysis
of T cell signalling, this prerequisite was fulfilled by exposure of
cells to anti-CD3-coated coverslips, a stimulus that reproduces
major characteristics of TCR-dependent signalling events initi-
ated by more-complex stimuli. We are well aware that cellular
experiments that use such simplified stimuli cannot replace
the analysis of T cell signalling in physiological T cell–APC con-
tacts. However, our approach could complement the latter in
several ways. First, by providing highly defined stimuli that
reveal new and interesting characteristics of components of
the signalling machinery. Second, by acting as a filter to screen
for experimental conditions, for a further detailed analysis. The
considerable extra effort required for the analysis of T cell–APC
contacts precludes the systematic testing of a large number of
experimental conditions.


The stimulation and image acquisition protocols presented
in this study can readily be implemented into automated ex-
perimental procedures. Initial experiments have shown that
cell attachment, size and kinetics of signalling clusters respond
sensitively to inhibition of a large number of downstream
events. Moreover, the approach could be extended to stimuli
other than CD3-directed antibodies. The anti-LFA-1-coated cov-


erslips used to confirm the activity of SU6656 were a first step
in this direction. By taking advantage of a large repertoire of
available inhibitors targeting distinct steps in T cell signalling, it
would be interesting to systematically address the involvement
and timing of downstream signalling components controlling
T cell adhesion, cytoskeletal reorganization and the dynamics
of signalling clusters.


Experimental Section


Cells and reagents : 3A9 hybridoma T cells and derivatives were
cultured in Dulbecco’s modified Eagle’s medium (DMEM) supple-
mented with foetal calf serum (FCS) (10 %, PAN, Aidenbach, Germa-
ny), sodium pyruvate (100 mm), nonessential amino acids, b-mer-
captoethanol (45 nm), l-glutamine (200 mm), penicillin (100 U mL�1),
and streptomycin (100 mg mL�1).[29] Plat-E packaging cells were cul-
tured with the addition of puromycin (1 mg mL�1) and of blasticidin
(10 mg mL�1). Supplements were obtained from Gibco BRC (Karls-
ruhe, Germany) and Sigma (Deisenhofen, Germany). Jurkat, Jurkat
JCaM1.6 and derived cell lines were cultured in RPMI 1640 (PAN)
with FCS (10 %).[30]


Generation of fusion constructs : To insert EYFP into the retroviral
expression vector pMFG, the SacI–NotI fragment from the EYFP-N1
vector (Clontech, Heidelberg, Germany) containing the EYFP-
coding region was ligated into the SacI-NotI site of pBluescript KS+.
The EYFP-coding region was then recovered as a NcoI-BamHI frag-
ment and cloned into the corresponding unique sites of the retro-
viral vector pMFG.[31] The murine ZAP-70 gene was amplified by
PCR from murine thymic cDNA by using the forward primer: 5’ata
catgtccgatcccgcggcgca containing an AflIII restriction site (under-
lined) at its start codon. The reverse primer: 5’ccacatgttggcc
gatcccccaccgccagacccgccacatgcagcctcggccac includes the last six
codons of ZAP-70 fused to a linker sequence (GGSGGGGSAN) and
an AflIII restriction site (underlined). The PCR product was purified,
ligated into pGEM-TZ and sequenced (Genome Express, Grenoble,
France). The ZAP-70 AflIII fragment was recovered from pGEM-TZ
and cloned into the NcoI site of pMFG-YFP to give ZAP-70 with
YFP fused to its C terminus (ZAP-70–YFP). The CD3z–CFP fusion
was derived from a pMFG-CD3z–YFP (pAPVR1, M. Malissen, CIML)
construct by exchanging YFP for CFP by the unique NcoI-NotI sites.


Retroviral infection and cell characterization : 3A9 hybridoma
T cells were infected with retroviruses generated from the pMFG
vector by using the Plat-E packaging cells as described by
Morita.[32] YFP fusion protein expression was monitored by flow cy-
tometry 48 h post infection. Cells were expanded, sorted by flow
cytometry and subcloned by limiting dilution. For double labelling
with CD3z–CFP, the wild type 3A9 cells were first infected with
CD3z–CFP DNA, as described above. Immediately after infection,
cells were cloned by limiting dilution. Clones expressing labelled
CD3z–CFP at the plasma membrane were selected by visual in-
spection under an epifluorescence microscope. These cloned pop-
ulations were then infected with pMFG–ZAP-70–YFP, sorted for YFP
expression and subcloned. To verify the integrity of the YFP and
CFP chimeras expressed in the 3A9 cells, post-nuclear cell lysates
were prepared, run on SDS-PAGE (10 %), transferred to PVDF mem-
brane and probed for GFP expression with an anti-GFP monoclonal
antibody (mAb; Clontech), bound with a donkey anti-mouse horse-
radish peroxidase conjugated secondary antibody (Immunotech
Beckman Coulter, Fullerton, USA) and visualised with ECL/autora-
diography. Anti-phosphotyrosine mAb, 4G10, was a kind gift from
Dr. H.-T. He, CIML, Marseille, France.
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Functionalization of coverslips : Silanization of 12 mm coverslips
with trimethoxyoctadecylsilane (Fluka, Seelze, Germany) was car-
ried out as described previously.[33] Silanized coverslips were coated
with anti-CD3e mAb (200 ml ; 5 mg mL�1 mAb145–2C11, BD Pharmin-
gen, San Diego, USA) for 16 h at 4 8C. After being coated, the sur-
face was washed twice for 5 min with PBS followed by blocking
with PBS containing bovine serum albumine (BSA; 1 %) for 30 min
at RT. Finally, coverslips were washed three times for 5 min with
PBS and stored at 4 8C until use. For control experiments, uncoated
silanized slides, silanized slides coated with BSA (Sigma), anti-CD4
(Pharmingen) or with poly-l-lysine (Sigma) were used. Anti-LFA-1
antibodies were purified from TS1/22 hybridoma supernatant (De-
velopmental Studies Hybridoma Bank, Iowa City, USA).[34]


Inhibitors : The Src-family kinase inhibitor PP2 (Calbiochem) was
added from an aqueous solution to a final concentration of 20 nm.
The Src-family kinase inhibitor SU6656 (Sigma) was applied at
1 mm, a concentration that inhibits the kinases Src (IC50 = 0.28 mm)
and Fyn (IC50 = 0.17 mm), but is insufficient to inhibit Lck (IC50 =
6.88 mm).[14] Cytochalasin D (Sigma) was added to a final concentra-
tion of 10 mm.


Immunofluorescence : Cells were exposed to the coverslips at
37 8C and fixed after the indicated time points or observed by con-
focal time-lapse microscopy in a custom-made chamber, by using
CO2-independent serum-free DMEM (Gibco). Cells on coverslips
were fixed with 3.5 % paraformaldehyde (PFA) in N-(2-hydroxyethyl)
piperazine-N’-(2-ethanesulfonic acid) (HEPES)-buffered saline (HBS)
first for 10 min at 4 8C, then for 15 min at RT, followed by washing
and permeabilization with saponin buffer (HBS containing saponin
(0.1 %, Sigma) and BSA (0.1 %)). Incubations with antibodies were
carried out for 1 h at RT in saponin buffer. Actin was detected by
using biotin-labelled phalloidin (50 mg mL�1, Alexis, Gr�nberg, Ger-
many) in saponin buffer in combination with Cy5–streptavidin
(1 mg mL�1, Dianova). After washing with saponin buffer, samples
were fixed once more with PFA for 15–20 min. Prior to mounting
in Mowiol (Fluka), any remaining fixative was quenched by 3
washes with Tris-acetate buffer (100 mm, pH 8) for 5 min. Immobi-
lized stimulatory antibody was detected by using Cy5-labelled anti-
Armenian hamster antibody (3 mg mL�1, Dianova).


Fluorescence microscopy : Confocal microscopy was performed on
an inverted LSM 510 laser scanning microscope (Carl Zeiss, Gçttin-
gen, Germany) by using a C-Apochromat 63 � 1.4 Oil lens (Carl
Zeiss). YFP was imaged by excitation at 514 nm and detection with
a BP 530–600 nm band pass filter. For the parallel detection of CFP
and YFP, the spectrally resolving META detector of the instrument
was used. CFP was excited at 458 nm and detected at 465–518 nm
when using the META detector or with a BP 475–525 nm band
pass filter. YFP was excited at 514 nm and detected at 518–604 nm
when using the META detector or with a 530–600 nm band pass
filter. For parallel detection of YFP and Cy5 the 514 nm line of the
Argon ion laser and the light of the 633 nm HeNe laser were di-
rected over an HFT 514/633 beam splitter in combination with an
NFT 635vis beam splitter and a BP 530–600 nm band pass filter for
YFP detection and an LP 650 long pass filter for detection of Cy5.


Western blots : In order to analyze the cellular ZAP-70–YFP content
at different time points of cell stimulation, 2.5 � 105 cells per cover-
slip were stimulated as described above for the stated times and
lysed (5 � 106 cells mL�1) in lysis buffer (Tris pH 7.5 (20 mm), Triton
X-100 (1 %), EDTA (1 mm), NaCl (150 mm), Na3VO4, (1 mm), protease
inhibitor cocktail (Roche, Mannheim, Germany)) on ice for 30 min.
The crude lysates were clarified by centrifugation at 20 000 g for
15 min, separated by SDS-PAGE (10 %) and transferred to a PVDF


membrane.[35] The blots were probed for ZAP-70–YFP expression
by using a ZAP-70 antibody (BD Transduction Labs, Franklin Lake,
USA) in combination with a goat anti-mouse–alkaline phosphatase
conjugated secondary antibody for detection (Sigma). In order to
analyze the activation-dependent recruitment of ZAP-70 to the
CD3/TCR complex, cells were stimulated as described above. Anti-
CD3e antibodies (final concentration of 10 mg mL�1) and mMACS-
beads functionalized with protein G (Miltenyi Biotec, Bergisch Glad-
bach, Germany, dilution 1:20) were added to the lysates. Samples
were incubated on ice for 20 h and precipitated according to the
manufacturer’s directions. The pellets were washed twice with lysis
buffer and once with PBS, and analyzed by Western blotting as
described above.
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The Transcriptional Coactivator p300 Plays a
Critical Role in the Hypertrophic and Protective
Pathways Induced by Phenylephrine in Cardiac
Cells but Is Specific to the Hypertrophic Effect
of Urocortin
Sean M. Davidson,*[a] Paul A. Townsend,[a, b] Chris Carroll,[a]


Alexander Yurek-George,[c] Karanam Balasubramanyam,[d] Tapas K. Kundu,[d]


Anastasis Stephanou,[a] Graham Packham,[e] A. Ganesan,[c] and
David S. Latchman[a]


Introduction


In response to an increase in hemodynamic pressure or
volume, the heart may undergo compensatory hypertrophy.
This can also be stimulated by small molecules such as endo-
thelin and phenylephrine and causes the cardiomyocytes to in-
crease their rates of protein synthesis, resulting ultimately in
an increase in the size of individual cardiomyocytes and, con-
sequently, an enlargement of the heart. Cardiac hypertrophy is
also associated with increased expression of embryonic genes
such as atrial natriuretic factor (ANP), B-type natriuretic protein
(BNP), the beta isoform of myosin heavy chain (b-MHC), and
the alpha skeletal-muscle isoform of actin (aSA). Prolonged hy-
pertrophy is ultimately deleterious and results in dilated cardi-
omyopathy and heart failure (reviewed in ref. [1]).


Urocortin (UCN) is a forty amino acid peptide that is closely
related to corticotrophin-releasing factor and has been shown
to potently protect the heart from ischemia/reperfusion injury
(reviewed in ref. [2]). However, its therapeutic use could be
hampered by the fact that it also induces hypertrophy (re-
viewed in ref. [2]). However, we have previously shown that
UCN’s hypertrophic and protective pathways are separable,
since the mitogen-activated protein kinase (MAPK) pathway is
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Anacardic acid is an alkylsalicylic acid obtained from cashew-
nut-shell liquid, and is a potent inhibitor of p300 histone acetyl-
transferase (HAT) activity. We have used anacardic acid to pre-
vent the induction of hypertrophy in isolated neonatal rat cardio-
myocytes. Hypertrophy was detected as an increase in cell size,
the rearrangement of sarcomeres into a striated pattern, and the
induction of embryonic genes b-MHC and ANF. p300 inhibition
was equally effective at preventing hypertrophy whether it was
induced by treatment with the a1-adrenergic agonist, phenyl-
ephrine, or by treatment with urocortin, a member of the cortico-
trophin-releasing-factor family, which stimulates specific G pro-
tein-coupled receptors. Spiruchostatin A is a natural-product in-
hibitor of histone deacetylases (HDAC) similar to the depsipeptide
FK228 molecule. We have recently synthesized spiruchostatin A


and now show that, although HDACs act in opposition to HATs,
spiruchostatin A has the same effect as anacardic acid, that is, it
prevents the induction of hypertrophy in response to phenyleph-
rine or urocortin. Pretreatment with either phenylephrine or uro-
cortin reduced the extent of death observed after the exposure of
isolated cardiomyocytes to simulated ischaemia and reoxygena-
tion. Inhibition of p300 or HDAC activity eliminated the protec-
tion conferred by phenylephrine; however, it did not affect the
protection conferred by urocortin. Therefore, it might eventually
be possible to use chemical inhibitors such as these in a thera-
peutic setting to dissociate the protective effect and hypertrophic
effect of urocortin, enhancing the survival of cardiomyocytes ex-
posed to transient ischemia, while inhibiting the hypertrophic
pathway that would otherwise be induced concurrently.
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important in protection mediated by UCN,[3] but is not neces-
sary for its induction of hypertrophy.[4]


Phenylephrine (PE) binds to a1A-adrenergic receptors,[5]


then the Gq- and ras-dependent pathways transduce the hy-
pertrophic signal.[6] Further downstream, a number of protein
kinase pathways are activated in cardiomyocytes, including
p42/p44 MAPK, p38, SAPK/JNK, and PKB/Akt,[7] and we have
shown that p42/p44 MAPK is responsible for the activation of
p300 and the highly related CBP (CREB binding protein) in re-
sponse to PE.[8]


p300 is a transcriptional coactivator that is known to act as
a “bridging factor” between basal transcription factors and var-
ious transactivators, including cardiac transcription factors such
as MyoD, MEF2, and GATA4/5/6 (reviewed in ref. [9]). p300 has
a histone acetyltransferase (HAT) activity that modifies associat-
ed transcription factors and chromatin by acetylation, thereby
relaxing chromatin structure and promoting gene activation.
The importance of p300 in normal cardiac transcription is illus-
trated by p300 knockout mouse
embryos that have reduced ex-
pression of muscle structural
proteins such as myosin heavy
chain and a-actinin, and, as a
consequence, cardiac structural
defects.[10] Further transgenic
studies have shown that it is the
HAT activity of p300 that is es-
sential for heart formation.[11] In
contrast, it should be noted that
cardiovascular development is
impaired to a much lesser extent
in mice harboring a deletion of
CBP,[11, 12] and these proteins
might therefore not be able to
compensate for each others’ ab-
sence during cardiomyocyte dif-
ferentiation, in vivo. We have
previously demonstrated that p300 transcriptional activity is
increased during PE-induced hypertrophy,[8] and that inhibition
of p300, either by using antisense or dominant negative
mutant constructs, inhibits PE-induced hypertrophy.[13] Over-
expression of p300 was sufficient to induce hypertrophy, but
the HAT domain of p300 was found to be required for this ac-
tivity.[13] These results suggested the importance of p300 in
regulating the hypertrophic program in response to PE and
that further investigation of histone-acetylation pathways
during hypertrophy was warranted.


Opposing the action of HATs in the cell are histone deacetyl-
ases (HDACs), which deacetylate histones, resulting in chroma-
tin condensation and transcriptional repression (reviewed in
ref. [14]). Inhibitors of these enzymes are currently under in-
tense investigation as potential anticancer drugs. There are
three classes of HDAC enzymes; class I deacetylases include
HDACs 1, 2, 3, and 8; class II deacetylases include HDACs 4, 5,
6, 7, 9, and 10; and class III HDACs, which are unique in that
they are not inhibited by trichostatin A (TSA), SAHA, or related
compounds. There is some confusion regarding the role of


HDACs in hypertrophy. Overexpression of class II HDACs in car-
diomyocytes prevents their hypertrophic response, and mice
lacking HDAC9 are supersensitive to hypertrophic stress. How-
ever, we previously found that in vitro inhibition of HDACs re-
sulted in a partial induction of the hypertrophic response (with
no increase in ANP levels), while others found that cardiomyo-
cyte hypertrophy was completely blocked by broad specificity
HDAC inhibitors such as TSA, NA-butyrate, or HC toxin.[15]


As a first step towards the elucidation of the involvement of
HDAC and p300 HAT activities in pathways of cardiomyocytes
hypertrophy and protection from ischemia/reperfusion injury,
we present the results obtained from using recently isolated,
specific chemical inhibitors. Anacardic acid is an alkylsalicylic
acid obtained from various natural sources such as cashew-
nut-shell liquid (see Scheme 1 for chemical structure), and has
been found to be a potent inhibitor of p300 and p300/CBP-
associated factor HAT-dependent transcriptional activity, in
vitro.[16]


Among the HDAC inhibitors, compounds like TSA and SAHA
have been widely used in biological assays. Although these
hydroxamic acids are highly potent nanomolar inhibitors, their
broad spectrum of action makes it difficult to ascertain the rel-
ative importance of class I, II, and III HDACs in a specific con-
text. On the other hand, the natural product FK228[14] (also
known as FR901228 and depsipeptide), was shown to selec-
tively inhibit class I HDACs, which are precisely the HDACs be-
lieved to be of importance in cardiac hypertrophy. Neverthe-
less, experimental proof of the benefits of a selective class I
HDAC inhibitor in hypertrophy models is lacking. FK228 is cur-
rently in advanced clinical trials as an anticancer agent, and for
these reasons is no longer available as a research tool. Spiru-
chostatin A is a recently isolated natural product[17] that bears
a close structural relationship to FK228. The similarity suggests
that spiruchostatin A will also function as a selective class I
HDAC inhibitor.


We have recently communicated a total synthesis of spiru-
chostatin A.[18] In achieving the target, a series of challenges
had to be overcome, which are briefly summarized:


Scheme 1. Chemical structures of HAT (anacardic acid) and HDAC (trichostatin A, spiruchostatin A) inhibitors.
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1) Neither the relative nor absolute stereochemistry of the
statine and b-hydroxy acid subunits (Scheme 2) in spiru-
chostatin were reported. Thus, several diastereomeric pos-
sibilities need to be considered. During the course of our
work, the stereochemistry of the statine was established as


3S,4R ; this simplified the target to either of two enantio-
mers in the b-hydroxy acid. A superposition of FK228 and
spiruchostatin suggests this remaining stereocenter to be
S, and this was the structure chosen for synthesis.


2) When the statine subunit is protected as a carboxylic acid
ester, it is prone to intramolecular cyclization by the amine
to an undesired lactam. In our initial approach, this was
avoided by using a bulky tert-butyl ester protecting group.
However, neither acidic nor basic deprotection satisfactorily
removed the ester later on in the synthesis. Ultimately, the
solution relied on using the tBoc protecting group for the
amine, which upon acidic deprotection produces a proto-
nated amine. By neutralizing the amine in situ in the pres-
ence of an excess of acylating agent, intermolecular cou-
pling proved to be significantly faster than the intramolec-
ular lactam cyclization, and good yields were achieved.


3) The statine subunit is susceptible to elimination of the b-
hydroxy group or migration of protecting groups from the
alcohol to the carboxylic acid. For example, as stated
above, compounds with the tert-butyl ester could not be
efficiently deprotected. The trichloroethyl ester proved to
be the answer, as it could be removed at essentially neutral
pH under buffered reaction conditions.


4) The b-hydroxy acid needs to be synthesized in an enantio-
pure form. We had difficulty reproducing the enantioselec-
tive reagent-controlled Carreira aldol conditions used by
Simon et al.[19] in their FK228 total synthesis. As an alterna-
tive, we explored Keck[20] conditions using BINOL as the
catalyst, but both the chemical yield and enantioselectivity
were poor. We then switched to a chiral auxiliary mediated
aldol and used the Nagao thaiazolidinethione version[21] of
the Evans auxiliary. The Nagao conditions worked well in
our case, providing high yields with >90 % diastereoselec-
tivity. The two products were readily separated, and indeed
access to the minor diastereomer allowed us to later syn-
thesize an epimer of spiruchostatin A.


5) Fragment coupling and macrocyclisations. The choice of
Nagao auxiliary for the aldol reaction enabled a stream-
lined assembly of the linear precursor to spiruchostatin.
The thiazolidinethione is an activated leaving group, and
hence the aldol product itself functioned as an acylating


agent with amines.[22] In the crucial macrocycliza-
tion step of the FK228 synthesis, Simon[19] had
observed difficulties with methods involving acti-
vation of the carboxylic acid. For these reasons,
a Mitsunobu macrocyclization involving alcohol
activation was employed instead. In our studies
with spiruchostatin, the Yamaguchi method of
carboxylic acid activation was successful,[23] after
some experimentation and optimization of reac-
tion conditions. It is possible that the differences
in structure between spiruchostatin and FK228
favor macrocyclization in our case.


Once spiruchostatin A had been synthesized, bio-
logical evaluation confirmed that it was a potent
HDAC inhibitor, causing the accumulation of acetyl-


ated histone H4 and activating the p21waf1/cip1 promoter in
breast-cancer cells.[18] We believe that, like FK228, spiruchosta-
tin A acts as a prodrug that is cell permeable in its bicyclic di-
sulfide-bridged form. Intracellular reduction would then release
the free thiols, which can act as zinc-binding groups at the
HDAC active site. It is likely that the macrocyclic depsipeptide
scaffold of FK228 and spiruchostatin results in additional favor-
able interactions in the HDAC rim outside the active site, and
that these help mediate selectivity. We synthesized an epimer
of spiruchostatin A containing the R enantiomer of the b-hy-
droxy acid. This compound would be expected to undergo in-
tracellular reduction and release zinc-binding thiols just like
spiruchostatin, but the rest of the molecule would be a mirror
image in three-dimensional space. Epi-spiruchostatin A was
completely inactive in our assays; this underscores the impor-
tance of such additional rim interactions for HDAC inhibition.


Results


Anacardic acid (AA), an alkylsalicylic acid obtained from various
natural sources such as cashew-nut oil (Scheme 1), has recently
been described as a potent inhibitor of p300 and p300/CBP-
associated factor (PCAF) histone acetyltransferase (HAT) activi-
ties.[16] Anacardic acid was shown to inhibit HAT-dependent
transcription from a chromatin template by directly inhibiting
acetylation of histone H3, while having no effect on transcrip-
tion from naked DNA.[16] To confirm that anacardic acid inhibits
p300 activity in our system, we transfected neonatal rat cardio-
myocytes with a construct expressing full-length p300 that
was fused to the DNA-binding domain of the Gal4 transcrip-
tion factor. We have previously shown that the ability of this
construct to activate a cotransfected reporter gene containing
Gal4 DNA binding sites is stimulated by treatment of the cells
with PE.[8] Anacardic acid completely prevented the stimulation
of p300 by PE (Figure 1). Similarly, although UCN only weakly
stimulated this reporter system in accordance with our previ-


Scheme 2. The structures of spiruchostatin A and B, indicating their origin from four build-
ing blocks.
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ous results,[8] anacardic acid re-
turned p300 activity to baseline
levels (Figure 1).


Next we wished to determine
whether chemical inhibition of
p300 HAT activity can suppress
the induction of cardiomyocyte
hypertrophy. During hypertro-
phy, cardiomyocytes typically
revert to an embryonic pattern
of gene expression, with in-
creased expression from several
genes including ANF and b-
MHC. We measured the level of
b-MHC mRNA by reverse tran-
scription followed by polymer-
ase chain reaction (RT-PCR) and
normalized to levels of gapdh
mRNA. b-MHC mRNA was in-
creased after 24 hours’ treat-
ment with PE or UCN, and this
was dependent on the HAT ac-
tivity of p300, since AA com-
pletely abolished this increase
(Figure 2).


We also used a recently isolated inhibitor of HDACs, the bac-
terial natural product spiruchostatin A (SpA; Scheme 1). This
depsipeptide has recently been prepared by total synthesis,
and the synthetic material was used in our assays. In addition,
an unnatural analogue of spiruchostatin A, epi-spiruchostatin A
(epi-SpA), was tested. Compared to SpA, epi-SpA has altered
stereochemistry at the b-hydroxy acid fragment (Scheme 1). Al-
though it should be capable of in vivo disulfide reduction to
release a zinc-binding thiol at the HDAC active site, the altered
stereochemistry will considerably alter contacts with the HDAC


rim residues compared to SpA. The importance of such interac-
tions can be seen by the lack of activity of epi-SpA in p21 reg-
ulation and growth inhibition in breast-cancer cells.[18] We first
verified that SpA induces histone H4 acetylation at 2.5 nm in
cardiomyoyctes and that epi-SpA is inactive in this assay (M.B. ,
F.H. , G.P. , data not shown). By RT-PCR, we found that SpA pre-
vents the accumulation of b-MHC mRNA after treatment with
PE or UCN, whereas epi-SpA had no effect (Figure 2).


Since it might have been anticipated that inhibition of
HDACs would have the opposite effect to inhibition of p300
HAT activity, we verified that SpA has the same effect in cardio-
myocytes as the classical inhibitor of HDACs, trichostatin A
(TSA). TSA behaved in the same way as SpA in inhibiting the
increase in b-MHC in response to PE or UCN (Figure 2).


The levels of endogenous transcripts can potentially be
regulated by altering their stability, as well as altered transcrip-
tion. To confirm that the alteration in mRNA level that we
observed is due to regulation at the level of transcription, we
repeated the above experiment using transiently transfected
reporter plasmids that harbored the promoter for ANF or b-
MHC upstream of a luciferase reporter gene.


Since inhibitors of p300 or HDACs may conceivably have
toxic effects, or nonspecific effects on overall transcription
levels, we initially normalized the luciferase measurements to
Renilla luciferase levels expressed from a cotransfected thymi-
dine kinase promoter construct (i.e. , tk-Renilla). However, we
found that HDAC inhibitors dramatically induced tk-Renilla ex-
pression (about 50-fold). When we used an alternative con-
struct expressing Renilla luciferase from an SV40 promoter, this
gave much more consistent results and demonstrated that
these compounds did not generally affect transcription, and
had no toxic effect on cardiomyocytes at the concentrations


Figure 1. An inhibitor of p300 HAT activity inhibits the ability of p300–Gal4 to
activate transcription from a Gal4-luciferase reporter plasmid transfected into
primary neonatal rat cardiomyocytes. The treatments were phenylephrine (PE),
anacardic acid (AA), urocortin (UCN) or combinations thereof. Results expressed
in relative light units (RLU) were normalized to pCMV-bgal and the control
value was set at one. Values are the average of four wells transfected with
G4TATAluc (1 mg) and p300full-length (2 mg) and CMV-bgal (0.5 mg) in each of
two separate experiments �S.E.M. Asterisks indicate significant differences be-
tween the indicated sample pairs (P<0.05).


Figure 2. The levels of endogenous b-MHC RNA are increased by treatment with PE or UCN, but not in the presence of
anacardic acid (AA), spiruchostatin A (SpA), or trichostatin A (TSA). The inactive epimer of SpA (epi-SpA) had no effect.
Cells were treated for 48 h, then RNA was extracted and amplified by RT-PCR by using primers specific to b-MHC. The
product was separated on an agarose gel, quantitated with densitometry, and normalized to the level of gapdh in a
parallel RT-PCR reaction. This value is presented in arbitrary absorbance units (A.U.).
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used (data not shown). We subsequently normalized the re-
sults of luciferase reporter assays to the SV40-Renilla luciferase
levels.


The expression from ANF and b-MHC reporter plasmids was
increased by 24 hours’ treatment with PE, and this was de-
pendent on the HAT activity of p300 since AA completely abol-
ished this increase (Figure 3 A, B). Similarly, UCN increased the


expression from ANF and b-MHC reporter plasmids. AA inhibit-
ed the effect of UCN on ANF, although the induction of b-MHC
was unaffected (Figure 3 A, B). We found that SpA prevents the
effect of PE on the ANF and b-MHC promoters, but epi-SpA
does not. The effect appeared to be similar when UCN was
used instead of PE, although epi-SpA may have had nonspecif-
ic inhibitory effects on the ANF reporter (Figure 3 A).


A defining feature of hypertrophy is an increase in both cell
surface area and cell length. We transfected cardiomyocytes
with an EGFP-expression plasmid in order to highlight their
outline, and measured the surface area and length of cells
imaged using a fluorescent microscope. When cultures were
stimulated with PE for 24 hours, the average size of cells in-
creased significantly (P<0.05), and inhibition of p300 activity
by treatment with AA prevented this increase (Figure 4 A). No
change in cell size was observed when cells were treated with
AA alone (Figure 4 A). Similar results were obtained with re-
spect to cell length (Figure 4 B). This indicates that chemical in-


hibition of p300 HAT activity is sufficient to inhibit hypertrophy
induced by PE. Interestingly, although TSA caused an increase
in cell area and width, SpA had no effect (Figure 4 A, B).


Another commonly used method for detecting hypertrophy
in isolated cardiomyocytes is to use immunofluorescence mi-
croscopy to visualize sarcomeric reorganization. We stained
cardiomyocytes for desmin intermediate filaments, which
become striated after treatment with PE or UCN (Figure 5).
Treatment of cultures with AA, TSA, or SpA, prevented the re-
organization of sarcomeres by either PE or UCN, although the
inactive epimer of SpA did not (Figure 5).


In combination, these results indicate that cardiomyocyte
hypertrophy induced by PE or UCN can be prevented by a
chemical inhibitor of HAT activity of p300 or by an inhibitor of
HDAC activity. Both urocortin and phenylephrine are known to
have cardioprotective properties.[3, 24] Therefore, we investigat-
ed whether the same pathway is involved in protection against
the damage induced by treatment with transient simulated
ischemia and reoxygenation (IR). Cells were pretreated for
24 hours with the indicated chemicals, then exposed to simu-
lated ischemia for 4 hours and returned to maintenance
medium to recover overnight. They were then fixed and
stained with Hoechst 33258 to enable visualization of nuclear
morphology, and labeled by using the TUNEL reaction, which
stains the nuclei of cells that are undergoing apoptosis. There


Figure 3. The expression of ANF and b-MHC reporter plasmids is increased by
treatment with hypertrophic agents : PE or UCN. This response is inhibited by
anacardic acid (AA), spiruchostatin A (SpA), or trichostatin A (TSA), but not an
inactive epimer of SpA (epi-SpA). Values are the average normalized luciferase
readings (in R.L.U.), from four wells of cardiomyocytes, each transfected with
ANF-luc (3 mg) or b-MHC-luc (3 mg) and pSV40-Renilla (0.1 mg), averaged over
2–3 separate experiments �S.E.M. The control value was set at one. Single and
double asterisks indicate significant differences from the control (P<0.05 and
P<0.01, respectively).


Figure 4. The increase in cell surface area after treatment with phenylephrine
(PE) is inhibited by anacardic acid (PE + AA). TSA alone causes an increase in
cell size, but SpA does not. Cardiomyocytes were transfected with EGFP. The fol-
lowing day, the medium was replaced with the indicated agents and left for
24 h, then cells were fixed and the surface area and maximum cell length were
measured as described in the Experimental Section. Results represent the aver-
age and S.E.M. of at least fifty cells, and similar results were obtained in a sep-
arate experiment. A) Planimetric area of GFP positive cardiomyocytes. B) Max-
imum length of GFP posistive cardiomyocytes. Asterisks indicate significant
difference from the control (P<0.05).
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was typically a background level of 5–10 % dead cells in un-
treated cultures, and most of these appeared to be apoptotic
(Figure 6); this is typical of primary cardiomyocyte cultures.[25]


After IR, 23.9�1.9 % of cells were dead, due to an increase in
both apoptosis and necrosis (Figure 6). When cells were pre-
treated for 24 h with either PE or UCN, the extent of death was
significantly reduced to 15.4�1.2 % and 15.4�2.7 %, respec-
tively (P<0.05; Figure 6). PE and UCN appeared to reduce
both apoptosis and necrosis to a similar extent (Figure 6).


When AA was included during the pretreatment, the protec-
tion mediated by PE was completely eliminated; however, pro-
tection by UCN was unaffected (Figure 6). This indicates that
p300 HAT activity is common to both the hypertrophic and
protective pathways induced by PE, but that the protection
conferred by UCN does not depend on p300 HAT activity or
UCN-induced hypertrophy. As had been observed with hyper-
trophy, SpA had a similar effect to that of AA, in this case elimi-
nating protection from PE, but not UCN (Figure 6).


Discussion


We have previously shown that that p300 and the related pro-
tein CBP are necessary for the induction of cardiomyocyte hy-
pertrophy by PE,[8, 13] and that PE elevates CBP HAT activity.[8]


p300 or CBP overexpression results in hypertrophy only when
the HAT domain is intact.[13] Here, we show that inhibition of
endogenous p300 HAT activity by anacardic acid can prevent
the induction of hypertrophy in primary neonatal cardiomyo-
cytes in response to two different stimulatory agents. Pretreat-
ment with either PE or UCN conferred resistance to a subse-
quent transient exposure to simulated ischemia followed by re-
oxygenation. However, p300 activity was only involved in the
protection mediated by PE and not by UCN. We also tested a
recently isolated inhibitor of HDACs, spiruchostatin A, and
found that it inhibited the induction of hypertrophy. This is de-
spite the fact that a HDAC inhibitor might be expected to
have the opposite effect to that of a HAT inhibitor. We verified
that SpA had the same effect on the levels of transcripts of
hypertrophic marker genes as a classical HDAC inhibitor, the
hydroxamic acid trichostatin A (TSA). Interestingly, however,
TSA and SpA differed fundamentally in that only TSA induced


a hypertrophic increase in cell size.
We and others have previously shown that a domi-


nant negative construct of p300 inhibits the induc-
tion of hypertrophy by PE in terms of ANP protein
production, protein-to-DNA ratio, mean cell area and
mean cell length.[13, 26] p300 levels are increased by PE
treatment of cardiomyocytes, and its nuclear hyper-
acetylation also increases.[26] We found that PE-treat-
ed cells increased in both cell area and cell length, as
well as inducing sarcomeric reorganization, visualized
by immunofluorescent staining of desmin. UCN also
causes an increase in hypertrophy markers, such as
ANP and BNP secretion, and [3H]-leucine uptake.[27]


We show here that it also results in the reorganiza-
tion of the sarcomere. All of these aspects of PE- and
UCN-stimulated hypertrophy are dependent on the
activity of p300. The prohypertrophic activity of p300
might occur through different pathways. For exam-
ple, it has been shown to act as a coactivator for vari-


ous cardiac-specific transcription factors, such as MEF2[28] and
GATA4,[29] and also for hypoxia-inducible factor (HIF1).[30]


TSA has recently been shown to block hypertrophy induced
by PE, endothelin 1 or serum stimulation, in vitro, while having
no effect on its own.[15] This contrasts with our previous find-
ings—in our system, treatment of cardiomyocytes with TSA


Figure 5. Cardiomyocyte sarcomeres are reorganized after 24 h treatment with
PE or UCN, and this response is blocked by anacardic acid (AA), spiruchostatin
A (SpA), or trichostatin A (TSA), but not an inactive epimer of SpA (epi-SpA).
Treatment of unstimulated cells with the HAT and HDAC inhibitors had no
effect. Sarcomeric organization was visualized by immunofluorescent staining
of fixed and permeabilized cells with an antibody against desmin, as described
in the Experimental Section.


Figure 6. Inhibition of p300 HAT activity with AA eliminates the protection conferred by PE
to cardiomyocytes exposed to IR, but does not eliminate the protection conferred by UCN.
Inhibition of HDACs with SpA has the same effect. Black bars represent the percentage of
all cells that were necrotic. Grey bars represent the percentage of cells that were apoptotic.
Asterisks indicate significant difference from IR alone (P<0.05).


ChemBioChem 2005, 6, 162 – 170 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 167


p300’s Role in the Hypertrophic and Protective Pathways



www.chembiochem.org





alone resulted in a partial induction of the hypertrophic re-
sponse, that is, an increase in protein-to-DNA ratio and cell
size and length, without an increase in ANP levels.[13] Here we
show that there was also no sarcomeric rearrangement
(Figure 5). An understanding of the role of HDACs in hypertro-
phy is made all the more confusing by observations that over-
expression of class II (but not class I) HDACs in cardiomyocytes
prevents the activation of MEF2 (part of the hypertrophic re-
sponse),[31] and mice lacking HDAC9 (class II) are sensitized to
hypertrophic signals.[32] These contradictory results are poten-
tially resolved by a model in which the tendency towards hy-
pertrophy is governed by the opposing actions of class I and
class II HDACs. In this model, class I HDAC activity would be
permissive for p300-mediated activation of transcription from
the loci of prohypertrophic genes (Figure 7 A). Our results,


which use different HDAC inhibitors, support this model. TSA
inhibits both class I and class II HDACs to a similar degree,[33]


thus preventing the cell from ever entering a state in which it
can respond to hypertrophic signals. SpA inhibits HDAC1 and
HDAC8 (both class I HDACs), in vitro, (F.H. , G.P. , data not
shown) and does not appear to inhibit HDAC6 (class II) since it
does not promote accumulation of acetylated tubulin in cells
(F.H. , G.P. , data not shown). Thus, the relative activity of SpA
against different HDAC families is similar to that of the highly
related natural product, FK228, which is relatively specific for
class I members (i.e. , HDACs 1 and 2) and not representatives
of class II HDACs (i.e. , HDACs 4 and 6).[33] Therefore, from our
results, inhibition of class I HDACs alone appears to be at least
as effective as TSA at preventing hypertrophy.


Note that, in this model (Figure 7 A), class I HDACs are un-
likely to directly activate gene transcription, but could inhibit
transcription from loci encoding antihypertrophic genes or
modify the activity of a transcription factor(s) by deacetylation,
for example. Indeed, a similar model has recently been pro-
posed[15] in which “antihypertrophic genes”, which would nor-
mally be repressed by inhibitors of class I HDAC, are also pro-
posed to exist, although these genes remain to be elucidated.


There is recent evidence that p300 activity is also regulated
at other levels. For example, treatment of HeLa cells for
20 hours with 160 mm TSA causes loss of p300, apparently by
proteasomal degradation.[34] However, it is not known whether
this is a general phenomenon or is related to the viral onco-
proteins expressed in HeLa cells, which are known to interact
with p300. We found that the level of p300 was not dramati-
cally affected by TSA or SpA (S.D. , data not shown). Further-
more, we have previously shown that the hypertrophic in-
crease in cell size and length caused by treatment of neonatal
cardiomyocytes with TSA is eliminated by expression of a dom-
inant negative p300 construct.[8] This indicates that there must
be sufficient levels of p300 for the action of TSA, at least in
terms of cell-size increase. It would be interesting to test
whether different aspects of cardiomyocyte hypertrophy have
differing degrees of sensitivity to p300 levels.


Interestingly, the binding of cardiac transcription factor
MEF2 to p300 and class II HDACs, HDAC4 and HDAC5, is mutu-
ally exclusive.[35, 36] This suggests that class II HDACs inhibit hy-
pertrophy by binding MEF2 in the place of p300, hence, pre-
venting the transactivation of MEF2 target genes (reviewed in
ref. [37]). This might explain why inhibition of class II (and
class I) HDACs with TSA induces some aspects of hypertrophy,
while inhibition solely of class I HDACs with SpA does not.


It seems likely that a subtle balance of competitive binding
lies at the heart of hypertrophic regulation—one in which the
balance of p300 and different HDAC family members compete
for binding to the same transcriptional activators. Indeed, we
have previously shown that overexpression of p300 in cardio-
myocytes is sufficient to activate a hypertrophic response.[13]


The rational redesign of SpA to preferentially inhibit differ-
ent HDAC isoforms will permit further dissection of the path-
ways involved in cardiomyocytes hypertrophy as well as per-
haps leading to the development of a clinically useful com-
pound that inhibits the development of hypertrophy. It will
also be important to investigate whether inhibition of certain
HDACs (e.g. , with TSA) increases cardiomyocyte cell size in
vivo, since this might hamper the clinical use of inhibitors.


There is some evidence that the hypertrophic response, at
least in the initial stages, can enhance the resistance of cardio-
myocytes to ischemia/reperfusion injury. For example, over-
expression of calcineurin, which induces myocyte hypertrophy
and ANF expression, also protects against apoptosis induced
by 2-deoxyglucose or staurosporine.[38] Furthermore, induction
of hypertrophy in vitro, can sometimes confer resistance to
apoptosis. For example, treatment of cardiomyocytes with PE
protects against apoptosis induced by 2-deoxyglucose or a
membrane-permeable cAMP analogue.[39, 40] Conversely, some
peptides known to confer resistance to ischemic injury also


Figure 7. A) Hypothetical model in which HDAC class I and class II oppose each
other in inducing hypertrophic transcriptional response (i.e. , activation of tran-
scription factors such as MEF2). Class I HDAC activity would permit access by
HATs such as p300 to activate transcription, and HDAC inhibitors such as TSA
or SpA would prevent this. See text for further detail. B) There appear to be at
least two alternative pathways between agonist stimulation and p300 activa-
tion of hypertrophy and/or protection. See text for details.
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stimulate hypertrophy. UCN and cardiotrophin 1 are two such
peptides that might prove efficacious in reducing damage
after myocardial ischemia, if their protective effect could be
separated from their induction of hypertrophy.[2] We demon-
strate here that the protection mediated by PE and UCN was
equally effective against both apoptotic and necrotic pathways
of cell death after simulated ischemia and reperfusion. Interest-
ingly, in response to PE, the hypertrophic and protective path-
ways overlap at the level of p300. In contrast, in response to
UCN, p300 is involved only in the hypertrophic and not the
protective pathway (Figure 7 B). Interestingly, based on results
with SpA, certain HDACs also appear to be required for PE-
mediated, but not UCN-mediated, protection.


UCN is known to protect cardiac myocytes by activation of
the p42/44 MAPK-dependent pathway, while the hypertrophic
effect of UCN is independent of MAPK.[4] We have previously
shown that p300 is activated by PE through MAPK.[8] Taken
together, this suggests that there are at least two possible sce-
narios for activation of p300 by different agonists—one in
which MAPK directly leads to p300 phosphorylation and anoth-
er in which MAPK activation and p300 phosphorylation are in-
dependent events (Figure 7 B). The protective pathway activat-
ed by UCN might permit a more rapid response, since UCN is
protective even when added at the time of reperfusion.[3]


It is not know how p300 activation leads to protection, but
there is evidence that PE can mediate protection by altering
the phosphorylation of proteins such as Bad.[40] Transgenic
mice overexpressing p300 in the heart are more resistant to
doxorubicin-induced apoptosis and heart failure,[41] and these
mice have increased levels of BCL2 and MDM2 protein; this
might also explain, at least in part, how p300 confers resis-
tance to IR in our system. However, after 20 weeks of age,
these mice tend to develop heart failure, with an increase in
myocardial cross-sectional area.[26] This might reflect the hyper-
trophic response we also saw in cardiomyoctes after p300
overexpression in our system.


In summary, we have used two new chemical inhibitors to
show that both HDAC activity and the HAT activity of p300/
PCAF are required for the induction of cardiomyoycte hyper-
trophy in response to either UCN or PE. However, the protec-
tion from ischemia/reoxygenation injury conferred by UCN ap-
pears to be independent of p300 activity, while that conferred
by PE is blocked by an inhibitor of p300 HAT activity. These re-
sults indicate that inhibitors such as these might find applica-
tion in the treatment of cardiac disease, in light of their ability
to prevent hypertrophy while permitting the development of
protection.


Experimental Section


Culture and transfection of primary cardiomyocytes. Neonatal
rat cardiomyocytes were prepared as previously described[25] and
cultured in gelatin-coated 24-well tissue culture plates in Dulbec-
co’s modified Eagle’s medium (DMEM) with fetal calf serum (15 %)
for 24 h prior to treatment. Most cells could be seen to beat spon-
taneously in a confluent monolayer 24–48 h after plating. After
24 h the medium was replaced with DMEM supplemented with


fetal calf serum (1 %). Cells were transfected with plasmid DNA by
the standard calcium phosphate method as described previously.[42]


The following morning, the medium was changed, with the addi-
tion of the chemicals indicated, at the following concentrations: PE
(50 mm) ; UCN (10 nm) ; TSA (100 nm) ; spiruchostatin A (2.5 nm) ;
epi-SpA (2.5 nm); anacardic acid (15 mm). Cells were generally left
for 24 h before harvesting.


Luciferase Assay. At the end of the experiment, cells were washed
in PBS and scraped into cell lysis buffer (50 mL) (Promega). An ali-
quot (20 mL) was taken and assayed by using the dual luciferase kit
(Promega) and a TD-20e luminometer. Where pCMV-bgal was used
as a control plasmid, it was assayed by using Galacto-light (Tropix,
MA) and a luminometer. Values for firefly luciferase were divided
by their corresponding Renilla luciferase values to obtain relative
luciferase units (RLU). Reporter vector RLU was set at one.
Vectors used: Gal4–p300 full length, 5xGal4 E1B TATA-luciferase,
and the ANF reporter construct (�3003 to +62) of the ANF rat
gene have been described previously.[8] The b-MHC reporter plas-
mid (nucleotides �667 to +38) has been described before[43] and
was provided courtesy of Prof. Michael D. Schneider. ptk-Renilla
and pSV40-Renilla control vectors were from Clontech.
RNA extraction and RT-PCR. After 48 h treatment of cells with hy-
pertrophic stimuli and/or inhibitors, they were rinsed in cold PBS
and RNA was extracted in Trizol (Invitrogen) according to the man-
ufacturer’s instructions. An aliquot of RNA was reverse transcribed
with hexanucleotide primers (500 ng) (Promega) and MMLV RT
enzyme (Promega) at 45 8C for 50 min. A portion of this cDNA was
used in a PCR reaction with Taq polymerase (Promega) according
to the manufacturer’s instructions under the following conditions:
95 8C 5 min; 30 cycles of 95 8C 30 s, 60 8C 30 s, 72 8C 60 s; then
72 8C 7 min. The product was separated on a agarose gel (2 %). The
primers used for PCR were against rat beta-myosin heavy chain (b-
MHC): forward 5’-GCC AAC ACC AAC CTG TCCAAG TTC-3’; reverse
5’-TGC AAA GGC TCC AGG TCT GAG GGC-3’; and GAPDH: forward
5’-TGG AAA GCT GTG GCG TGATG-3’; reverse 5’-TCC ACC ACCCTG
TTG CTG TAG C-3’.
Simulated ischemia/reoxygenation and cell death analysis. For
simulation of ischemia, the culture medium was replaced with
modified Esumi ischemic buffer containing NaCl (137 mm), KCl
(12 mm), MgCl2 (0.49 mm), CaCl·2 H2O (0.9 mm), HEPES (4 mm), de-
oxyglucose (10 mm), and sodium lactate (20 mm, pH 6.2). This
buffer has a high potassium content and a low acidic pH and
hence mimics the conditions of cells within the heart when ex-
posed to oxygen deprivation. The cells were transferred to a
sealed chamber in a humidified atmosphere of CO2 (5 %), argon
(95 %) for induction of hypoxia and maintained at 37 8C for 4 h. Un-
treated cells were cultured in Esumi control buffer containing NaCl
(137 mm), KCl (3.8 mm), MgCl2 (0.49 mm), CaCl·2 H2O (0.9 mm),
HEPES (4 mm), and glucose (10 mm, pH 7.4) in a humidified atmos-
phere of CO2 (5 %) and O2 (21 %) at 37 8C for 4 h. After completion
of the hypoxic treatment, the cells were washed with PBS, normal
medium added and the cells returned to a standard incubator
overnight.[25]


Apoptotic nuclei were labeled with fluorescein-dUTP by TUNEL
and simultaneously counter-stained with Hoechst 33258 as de-
scribed.[44] By using a fluorescent microscope, the percentage of
cells that were apoptotic (i.e. , condensed nuclei and TUNEL posi-
tive) or necrotic (i.e. , condensed nuclei but no TUNEL positivity)
was scored. The mean percentage of necrotic and apoptotic cells
was calculated.


Planimetric measurement of cell size. After treating the cells for
24 h with the indicated chemicals, the cells were fixed in paraform-
aldehyde (4 %) for 10 min then rinsed in PBS and mounted under a
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coverslip. Transfected cells were photographed by using a fluores-
cent microscope fitted with a CCD camera, and the area and
length was measured with the Axiovision software (Carl Zeiss).
More than fifty cells were measured and averaged, per sample.
Sarcomeric staining. Cardiomyocytes were plated on gelatin-
coated coverslips overnight before treatment for 24 h with PE
(50 mm) or UCN (10 nm) in combination with the indicated inhibi-
tors. Cells were then rinsed in PBS and fixed in paraformaldehyde
(4 % in PBS) at room temperature for 10 min before permeabiliza-
tion in NP40 (0.1 % in PBS) for 10 min. Coverslips were blocked for
1 h in BSA (3 % in PBS), then 1 h in BSA (1 % in PBS) with antides-
min antibody (1:400) followed by 3 washes of 5 min in PBS. Next,
coverslips were incubated 30 min in BSA (1 % in PBS) with Alexa-
576 antigoat secondary antibody (1:1000) followed by 3 washes of
5 min in PBS. Coverslips were mounted on slides by using Fluores-
cent Mounting Medium (Dako) and examined under a microscope.
Images were captured with Carl Zeiss Axiovision software.
Statistics. Values are expressed as the mean �S.E.M. Statistical
analysis was performed by using the one-tailed Student’s t
test for unpaired data, with P values <0.05 considered statistically
significant.
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Aristoforin, a Novel Stable Derivative of
Hyperforin, Is a Potent Anticancer Agent
Michael Gartner,[a, b] Thomas M�ller,[b] Jan C. Simon,[c] Athanassios Giannis,*[a]


and Jonathan P. Sleeman*[b]


Introduction


St. John’s wort (Hypericum perforatum L.) is a member of the
hypericaceae plant family. It is used for the treatment of de-
pression and for the topical treatment of burns, skin injuries,
and atopic dermatitis.[1–3] One of the active ingredients of St.
John’s wort is the phloroglucin derivative hyperforin 1,[4, 5] an


acylphloroglucinol-type compound that consists of a phloro-
glucinol skeleton substituted with lipophilic isoprene chains. It
is a natural antibiotic that inhibits the growth of several Gram-
positive bacteria, including methicillin-resistant Staphylococcus
aureus.[6, 7] In previous studies, we have observed a dose-
dependent antiproliferative effect of hyperforin in phytohem-
agglutinin-stimulated peripheral blood lymphocytes.[8] Most
significantly, hyperforin has potent antitumor activity.[9, 10] At
the biochemical level, hyperforin is a ligand for the Pregnane X
receptor (PXR) and its human homologue the steroid and
xenobiotic receptor (SXR).[11, 12] These orphan nuclear receptors
regulate expression of cytochrome P450 3A4 and a number of
other genes involved in the metabolism and elimination of
xenobiotics from the body.[11, 13, 14]


Hyperforin inhibits the growth of several tumor cell lines in
a dose-dependent manner with an IC50 value of 3–15 mm.[9] It
exerts its antiproliferative effect by activating the intrinsic


apoptosis pathway.[9, 10] In an animal model, hyperforin was
able to inhibit the growth of tumors in vivo without producing
any overt toxicity, and its antitumor activity was comparable
with that exerted by paclitaxel, a drug already in clinical use.[9]


As a pure compound, hyperforin is sensitive to light and
oxygen, and it is also poorly soluble in aqueous solution.[15–18]


These factors are major limitations to its therapeutic use. While
hyperforin salts exhibit better stability and solubility, salt for-
mation is likely to be reversed in the organism. In this study
we have therefore developed chemical derivatives of hyperfor-
in with improved stability and solubility properties. Significant-
ly, some of these derivatives are more potent in suppressing
tumor cell proliferation than the parental compound. One of
the compounds, which we named Aristoforin, also has potent
antitumor properties in vivo, pointing to a possible clinical use
in cancer therapy.


Results and Discussion


To develop hyperforin derivatives with improved pharmaco-
chemical properties, we designed chemical syntheses to
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Hyperforin, a natural product of St. John’s wort (Hypericum per-
foratum L.), has a number of pharmacological activities, includ-
ing antidepressive and antibacterial properties. Furthermore, hy-
perforin has pronounced antitumor properties against different
tumor cell lines, both in vitro and in vivo. Despite being a prom-
ising novel anticancer agent, the poor solubility and stability of
hyperforin in aqueous solution limits its potential clinical applica-
tion. In this study, we present the synthesis of hyperforin deriva-
tives with improved pharmacological activity. The synthesized


compounds were tested for their solubility and stability proper-
ties. They were also investigated for their antitumor properties,
both in vitro and in vivo. One of these hyperforin derivatives, Ar-
istoforin, is more soluble in aqueous solution than hyperforin and
is additionally highly stable. Importantly, it retains the antitumor
properties of the parental compound without inducing toxicity in
experimental animals. These data strongly suggest that Aristofor-
in has potential as an anticancer drug.
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modify the structure of hyperforin 1. To provide
sufficient hyperforin for these experiments, we used
the method of Adam et al.[19] for its isolation. This
method is rapid and cheap; this means that any
future large-scale production for therapeutic pur-
poses of the hyperforin derivatives described here
should be economically viable.


Hyperforin was derivatized to produce
17,18,22,23,27,28,32,33-octahydrohyperforin (2), O-
(carboxymethyl)-hyperforin (Aristoforin, 5) and O-
(carboxymethyl)-17,18,22,23,27,28,32,33-octahydro-
hyperforin (6). The hyperforin derivative 2 was ob-
tained by catalytic hydrogenation of hyperforin
with palladium on charcoal (Scheme 1). Aristoforin
was produced in two steps. First, hyperforin was alkyl-
ated with ethyl bromoacetate to give the C-alkylat-
ed derivative 3 and the O-alkylated derivative 4.
The latter was then saponified with aqueous NaOH
solution to afford 5 (Scheme 2). Finally derivative 6
was obtained from 5 by catalytic hydrogenation
with palladium on charcoal (Scheme 3).


Afterwards we investigated whether compounds
2, 5, and 6 show enhanced solubility compared to
hyperforin. We therefore tried to dissolve these
compounds either in H2O/2 % DMSO or 100 mm


aqueous NaHCO3 solution/2 % DMSO, at different
concentrations. After ten minutes, the solubility of
the compounds at different concentrations was as-
sessed visually (Table 1). These data show that Aris-
toforin 5 and compound 6 have a distinct increased
solubility compared to hyperforin, even in H2O. In
contrast, compound 2 shows poor solubility that is
comparable to that of hyperforin. The solubility
data show that an Aristoforin 5 concentration of at
least 170 mm in H2O and 420 mm in 100 mm aque-
ous NaHCO3 solution can be reached. In sharp con-
trast, a hyperforin 1 concentration of only 20 mm in
H2O and 140 mm in 100 mm aqueous NaHCO3 so-
lution is possible.


To test whether compounds 2, 5, and 6 have en-
hanced stability compared to the parental hyperfor-
in, we dissolved the compounds either in DMSO or
phosphate buffered saline solution (PBS)/20 %
DMSO and exposed them to light and a normal air
atmosphere. Samples were taken at different time
points and the amount of intact soluble compound
remaining in solution was measured by HPLC
(Table 2) or by NMR spectral analysis (compound 6,
data not shown). These data demonstrate that in
contrast to hyperforin, the hyperforin derivatives 2,
6 and Aristoforin are completely stable over a
period of at least one week when dissolved in
DMSO. Furthermore, compounds 5 and 6 remain
completely stable in aqueous solution, in contrast
to hyperforin which rapidly degrades, and to com-
pound 2 which extensively precipitates after a week
in solution.


Scheme 1. Synthesis of hyperforin derivative 2.


Scheme 2. Synthesis of hyperforin derivative Aristoforin (5).


Scheme 3. Synthesis of hyperforin derivative 6.
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In previous work we have demonstrated the proapoptotic
and antitumor effects of hyperforin in a wide range of different
tumor cell types.[9] MT-450 mammary tumor cells were used in
these studies and have the advantage that they can be used in
syngeneic animal tumor model studies. We therefore used MT-
450 cells as a baseline against which to characterize the antitu-
mor properties of the new hyperforin derivatives in compari-
son to the parental compound. MT-450 cells were exposed to
a range of concentrations of hyperforin, compound 2, Aristo-
forin 5 and compound 6. The effect of the compounds on cell
growth was assessed by using 3H-thymidine incorporation as a
measure of proliferation (Figure 1 A–C), and the proapoptotic
effects of the compounds were determined by using an ELISA
assay that quantifies the concentration of oligonucleosomes
that are released during the process of apoptosis (Figure 2).
The hyperforin derivative 4 that is an intermediate in the syn-
thesis of Aristoforin had no effect on proliferation and was not
proapoptotic (data not shown). In sharp contrast, the hyperfor-
in derivatives 2, 5, and 6 inhibit MT-450 cell proliferation and
induce apoptosis to an equivalent extent as the parental hy-
perforin; this demonstrates that it is possible to chemically
modify hyperforin and improve its solubility and stability with-
out interfering with its antiproliferative and proapoptotic prop-
erties. Indeed, compounds 2 and 5 exert an enhanced antipro-
liferative effect on MT-450 cells in comparison to hyperforin.


To determine whether the
novel hyperforin derivatives we
describe here have antitumor
properties in vivo, we tested
their ability to inhibit the growth
of MT-450 cell-derived tumors by
using a syngeneic animal model
(Figure 3). In preliminary experi-
ments, we observed that com-
pound 2 had no inhibitory effect
on tumor growth (data not
shown). We therefore focused
our experiments on Aristoforin
and compound 6. MT-450
tumors were allowed to become
established in vivo for 7 days,


then tumor-bearing animals were treated with either hyperfor-
in, Aristoforin, compound 6, or with PBS/10 % DMSO as a sol-
vent control. The effect of the treatments was evaluated by
measuring the tumor volume at regular intervals. Aristoforin
had an equivalent inhibitory effect on tumor growth as the pa-
rental hyperforin, while the hyperforin derivative 6 had no in-
hibitory effect. After cessation of hyperforin and Aristoforin
treatment, tumor growth accelerated in these animals to the
same rate as tumors treated with compound 6 and the solvent
control (data not shown). No overt signs of toxicity (loss of
body weight, lethargy, anemia) were observed for any of the
treatments.


In contrast to Aristoforin, hyperforin derivatives 2 and 6 had
no antitumor activity in vivo, despite exerting strong proapop-
totic and antiproliferative effects in cell-culture experiments.
These results suggest poor bioavailability or stability for these
compounds in vivo, possibly resulting from enhanced clear-
ance and breakdown in the body. For derivative 2, its poor sol-
ubility (Table 1) could also be a contributing factor. Further-
more, it is interesting to note that lack of the double bonds of
the isoprene side chains in compounds 2 and 6 correlates with
the distinct decrease of in vivo activity against MT-450 tumors,
suggesting that these bonds might contribute to the in vivo
effectiveness of the derivatives.


These data establish Aristoforin as a highly stable derivative
of hyperforin that possesses enhanced solubility characteristics
and retains the antitumor properties of the parental com-
pound in vitro and in vivo. Furthermore, the method for isola-
tion and derivatization of hyperforin into Aristoforin that we
present here is rapid and cheap. Our findings therefore provide
a strong impetus for further studies to determine the possible
clinical utility of Aristoforin in cancer treatment, either in thera-
py or as a chemopreventive agent. Moreover, as the stimula-
tion of drug metabolism by hyperforin could limit its combina-
tion with other anticancer drugs, these studies also give hope
that it might be possible to remove its drug metabolism stimu-
latory activities through chemical modification without affect-
ing its antitumor properties.


Table 1. Solubility of hyperforin and its derivatives.[a]


Solvent Compound 500 mg mL�1 250 mg mL�1 100 mg mL�1 75 mg mL�1 50 mg mL�1 10 mg mL�1


H2O/2 % DMSO hyperforin – – – – – +


2 – – – – – +


6 – – + + + +


Aristoforin – – + + + +


100 mm aqueous
hyperforin – – – + + +


NaHCO3 solution/ 2 – – – – – +


2 % DMSO 6 – + + + + +


Aristoforin – + + + + +


[a] += compound is completely dissolved at the indicated concentration; �= compound is not fully dissolved
at the indicated concentration. All measurements were performed at 20 8C.


Table 2. Stability of hyperforin and its derivatives. Samples were dissolved
to 1 mg mL�1 in either DMSO or PBS/20 % DMSO. Chromatographic purity of
the samples was measured by HPLC at the indicated time points and is ex-
pressed as percent of the starting purity.[a]


Solvent Compound Start 1 hour 1 day 1 week


DMSO hyperforin 100.0 99.9 99.6 87.6
2 100.0 100.0 100.0 99.8
Aristoforin 100.0 100.1 100.0 100.1


PBS/20 % DMSO hyperforin 100.0 88.8 27.5 n.d.
2 100.0 100.0 100.0 n.m.
Aristoforin 100.0 99.9 98.8 100.7


[a] n.d. = not detectable; n.m. = not measurable due to extensive precipi-
tation.
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Experimental Section


General methods: Hyperforin was isolated directly from St. John’s
wort according to Adam et al.[19] Hyperforin and all synthesized
compounds were stored at �78 8C under argon atmosphere and
light exclusion.


1H and 13C NMR spectra were recorded on Bruker DRX 500 or
Bruker DRX 600 NMR spectrometers. The stereochemistries of the
synthesized compounds were determined by NOE and 2D NMR
spectroscopy. The solvents stated were used as internal standards.
High-resolution (HR) mass spectra were obtained with a Finnigan


Figure 1. Inhibition of MT-450 tumor cell proliferation by A) hyperforin (~) and
compound 2 (&), B) hyperforin (~) and Aristoforin (^), C) hyperforin (~) and
compound 6 (*) ; 3H-TdR uptake = incorporation of 3H-thymidine into MT-450
tumor cells as percent of proliferation relative to the solvent-only control ; data
points are presented as mean and standard error of quadruplicate samples.


Figure 2. Induction of MT-450 tumor cell apoptosis by hyperforin (~), com-
pounds 2 (&), 5 (^), and 6 (*), and the equivalent amount of solvent (DMSO)
as control (� ); A = A405nm�A490nm ; data points are presented as mean and stan-
dard error of quadruplicate samples.


Figure 3. Inhibition of MT-450 tumor cell growth in vivo by hyperforin (~),
Aristoforin 5 (^), compound 6 (*) and the solvent (PBS/10 % DMSO) (� ) ;
V = tumor volume, t = time after tumor cell injection ; data points are presented
as mean and standard error of tumor volumes in eight rats.
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MAT MS 70 mass spectrometer. Commercially available reagents
were used without further purification. In general, reactions were
carried out in dry solvents under argon atmosphere and light ex-
clusion, unless otherwise noted. All reactions were monitored by
thin-layer chromatography (TLC) carried out on Merck silica gel
60 F254 aluminium sheets and viewed with UV light. Flash chroma-
tography was performed on Merck silica gel 60.


MT-450 rat mammary carcinoma cells[20] were cultured in a cell
medium containing Dulbecco’s modified Eagle medium (DMEM),
which was supplemented with 10 % fetal calf serum (FCS) and 1 %
Penicillin/Streptomycin (all from Gibco, Eggenstein, Germany). Cells
were incubated in a humidified atmosphere (95 % air humidity, 5 %
CO2) at 37 8C.


17,18,22,23,27,28,32,33-Octahydrohyperforin (2): Hyperforin
(75 mg, 140 mmol) was dissolved in methanol (4.0 mL). Palladium
on activated charcoal (15 mg) was then added and the suspension
was stirred for 2 h at room temperature under an atmosphere of
hydrogen (1 bar). After the reaction was complete, the suspension
was diluted with methanol (30 mL) and the charcoal was removed
by filtration over celite. The solvent was removed under reduced
pressure and the residue was purified by column chromatography
(n-hexane/diethyl ether 5:1) to yield 2 (61 mg, 112 mmol, 80 %) as a
slightly yellow oil. Rf = 0.54 (n-hexane/diethyl ether 3:1) ; 1H NMR
(500 MHz, [D4]methanol, 25 8C): d= 0.90 (s, 3 H; CH3, H-14), 1.05 (d,
3J(H,H) = 6.5 Hz, 3 H; CH3, H-13), 1.10 (d, 3J(H,H) = 6.5 Hz, 3 H; CH3,
H-12), 0.76–1.18 (m, 32 H; 8 CH3, 4 CH2, H-19, H-20, H-24, H-25, H-
29, H-30, H-34, H-35, H-17, H-22, H-27, H-32), 1.18–1.60 (m, 10 H;
4 CH, 3 CH2, H-18, H-23, H-28, H-33, H-15, H-16, H-21), 1.62–1.78 (m,
4 H; CH2, 2 CH, H-31, H-4, H-5), 1.91–1.97 (m, 1 H; CH, H-5’), 2.13–
2.21 (m, 1 H; CH, H-11), 2.34–2.46 ppm (m, 2 H; CH2, H-26); 13C NMR
(125.8 MHz, [D4]methanol, 25 8C): d= 14.4 (CH3, C-14), 19.9 (CH3, C-
12), 20.1 (CH2, C-16), 20.7 (CH3, C-13), 21.4, 21.5, 21.8 (8 CH3, C-19,
C-20, C-24, C-25, C-29, C-30, C-34, C-35), 23.1 (CH2, C-26), 26.3 (CH2,
C-21), 27.7 (CH, C-18), 27.8 (CH, C-33), 27.9 (CH, C-28), 28.6 (CH, C-
23), 29.1 (CH2, C-31), 33.4 (CH2, C-32), 36.9 (CH2, C-27), 37.3 (CH2, C-
15), 37.4 (2 CH2, C-17, C-22), 39.7 (CH2, C-5), 40.6 (CH, C-11), 41.8
(CH, C-4), 48.8 (Cq, C-3), 59.3 (Cq, C-6), 81.3 (Cq, C-2), 121.4 (Cq, C-8),
169.1 (Cq, C-7), 171.4 (Cq, C-9), 207.9 (C=O, C-1), 210.1 ppm (C=O,
C-10); HR-MS (EI, 70 eV): m/z : calcd for C35H60O4 : 544.4492 [M]+ ;
found: 544.4495.


C-[(Ethoxycarbonyl)methyl]-hyperforin (3) and O-[(Ethoxycarbo-
nyl)methyl]-hyperforin (4): Hyperforin (305 mg, 568 mmol) was
dissolved in acetone (5.0 mL). Potassium carbonate (314 mg,
2272 mmol) and ethyl bromoacetate (63 mL, 568 mmol) were then
added and the reaction mixture was stirred for 19 h at room tem-
perature. The suspension was diluted with water (50 mL) and the
aqueous phase was extracted with diethyl ether (4 � 50 mL). The
combined organic layers were dried over Na2SO4. Afterwards, the
solvent was removed in vacuo and the residue was purified by
flash chromatography (n-hexane/diethyl ether 25:1) to give 3
(100 mg, 161 mmol, 28 %) and 4 (171 mg, 275 mmol, 48 %) both as
slightly yellow oils.


Compound 3 : Rf = 0.76 (n-hexane/diethyl ether 3:1) ; 1H NMR
(500 MHz, [D]chloroform, 25 8C): d= 1.01 (d, 3J(H,H) = 6.5 Hz, 3 H;
CH3, H-13), 1.03 (s, 3 H; CH3, H-14), 1.08–1.14 (m, 1 H; CH, H-15),
1.19 (d, 3J(H,H) = 6.5 Hz, 3 H; CH3, H-12), 1.23 (t, 3J(H,H) = 7.1 Hz, 3 H;
OCH2CH3), 1.54 (s, 3 H; CH3, H-25), 1.62 (s, 3 H; CH3, H-20), 1.68–1.70
(m, 18 H; 6 CH3, H-19, H-24, H-29, H-30, H-34, H-35), 1.71–1.78 (m,
3 H; 3 CH, H-4, H-5, H-21), 1.91–1.95 (m, 1 H; CH, H-16), 2.00–2.05
(m, 1 H; CH, H-15’), 2.10–2.15 (m, 2 H; 2 CH, H-5’, H-21’), 2.21–2.30
(m, 2 H; 2 CH, H-11, H-16’), 2.62 (d, 3J(H,H) = 7.5 Hz, 2 H; CH2, H-31),


2.71 (d, 2J(H,H) = 15.5 Hz, 1 H; CHHCOOEt), 2.70–2.73 (m, 1 H; CH, H-
26), 2.77 (d, 2J(H,H) = 15.5 Hz, 1 H; CHHCOOEt), 2.81–2.83 (m, 1 H;
CH, H-26’), 4.04–4.08 (m, 1 H; OCHHCH3), 4.08–4.12 (m, 1 H;
OCHHCH3), 4.88 (br, 1 H; CH, H-22), 5.04–5.07 (m, 1 H; CH, H-17),
5.13–5.16 (m, 1 H; CH, H-27), 5.31–5.34 ppm (m, 1 H; CH, H-32);
13C NMR (125.8 MHz, [D]chloroform, 25 8C): d= 13.8 (CH3, C-14),
14.2 (OCH2CH3), 17.9 (CH3, C-20), 18.1 (2 CH3, C-25, C-35), 18.2 (CH3,
C-30), 20.8 (CH3, C-13), 22.0 (CH3, C-12), 25.5 (CH2, C-16), 25.8 (CH3,
C-19), 26.0 (CH3, C-24), 26.1 (CH3, C-34), 26.3 (CH3, C-29), 28.4 (CH2,
C-21), 30.7 (CH2, C-31), 32.1 (CH2, C-26), 37.3 (CH2, C-15), 41.4 (CH,
C-11), 43.6 (CH2, C-5), 44.1 (CH2COOEt), 45.4 (CH, C-4), 55.7 (Cq, C-3),
61.9 (OCH2CH3), 64.0 (Cq, C-8), 66.5 (Cq, C-6), 87.9 (Cq, C-2), 118.4
(CH, C-27), 119.5 (CH, C-32), 121.9 (CH, C-22), 124.5 (CH, C-17),
131.7 (Cq, C-18), 133.9 (Cq, C-23), 135.0 (Cq, C-33), 136.7 (Cq, C-28),
169.3 (CH2COOEt), 205.8 (C=O, C-9), 207.0 (C=O, C-1), 208.5 (C=O,
C-10), 208.7 ppm (C=O, C-7); HR-MS (EI, 70 eV): m/z : calcd for
C39H58O6 : 622.4233 [M]+ ; found: 622.4222.


Compound 4: Rf = 0.67 (n-hexane/diethyl ether 3:1) ; 1H NMR
(500 MHz, [D]chloroform, 25 8C): d= 0.99 (s, 3 H; CH3, H-14), 1.00 (d,
3J(H,H) = 6.5 Hz, 3 H; CH3, H-13), 1.10 (d, 3J(H,H) = 6.5 Hz, 3 H; CH3,
H-12), 1.31 (t, 3J(H,H) = 7.7 Hz, 3 H; OCH2CH3), 1.36–1.39 (m, 1 H; CH,
H-15), 1.41–1.45 (m, 1 H; CH, H-5), 1.55 (s, 3 H; CH3, H-25), 1.52–1.56
(m, 1 H; CH, H-4), 1.58 (s, 3 H; CH3, H-20), 1.64 (s, 3 H; CH3, H-35),
1.66 (s, 9 H; 3 CH3, H-19, H-29, H-30), 1.67 (s, 6 H; 2 CH3, H-24, H-34),
1.71–1.76 (m, 1 H; CH, H-21), 1.87–1.91 (m, 2 H; 2 CH, H-15’, H-16),
1.92–1.98 (m, 1 H; CH, H-11), 2.01–2.04 (m, 1 H; CH, H-5’), 2.06–2.11
(m, 2 H; 2 CH, H-16’, H-21’), 2.53–2.60 (m, 2 H; CH2, H-31), 3.06–3.09
(m, 1 H; CH, H-26), 3.14–3.17 (m, 1 H; CH, H-26’), 4.23–4.30 (m, 2 H;
OCH2CH3), 4.48 (d, 2J(H,H) = 16.1 Hz, 1 H; CHHCOOEt), 4.69 (d,
2J(H,H) = 16.1 Hz, 1 H; CHHCOOEt), 4.93–4.95 (m, 1 H; CH, H-22),
5.00–5.03 ppm (m, 3 H; 3 CH, H-17, H-27, H-32); 13C NMR
(125.8 MHz, [D]chloroform, 25 8C): d= 13.6 (CH3, C-14), 14.3
(OCH2CH3), 17.8 (CH3, C-20), 18.1 (2 CH3, C-25, C-30), 18.2 (CH3, C-
35), 20.5 (CH3, C-12), 21.4 (CH3, C-13), 23.8 (CH2, C-26), 25.1 (CH2, C-
16), 25.7 (CH3, C-34), 25.8 (CH3, C-29), 25.9 (CH3, C-19), 26.1 (CH3, C-
24), 27.2 (CH2, C-21), 30.0 (CH2, C-31), 36.7 (CH2, C-15), 38.6 (CH2, C-
5), 42.9 (CH, C-11), 43.6 (CH, C-4), 49.6 (Cq, C-3), 58.8 (Cq, C-6), 61.7
(OCH2CH3), 71.1 (CH2COOEt), 84.4 (Cq, C-2), 119.6 (CH, C-32), 121.3
(CH, C-27), 122.6 (CH, C-22), 124.9 (CH, C-17), 128.1 (Cq, C-8), 131.3
(Cq, C-18), 133.5 (Cq, C-23), 133.9 (Cq, C-28), 134.4 (Cq, C-33), 167.7
(CH2COOEt), 173.0 (Cq, C-7), 194.1 (C=O, C-9), 207.1 (C=O, C-1),
209.0 ppm (C=O, C-10); HR-MS (EI, 70 eV): m/z : calcd for C39H58O6:
622.4233 [M]+ ; found: 622.4251.


O-(Carboxymethyl)-hyperforin (Aristoforin; 5): A solution of 4
(171 mg, 275 mmol) in methanol (5.0 mL) was cooled with an ice/
water bath. Then an aqueous NaOH solution (1 m, 1375 mL) was
slowly added. The reaction mixture was stirred for 1 h at 0 8C and
afterwards 15 h at room temperature. The solution was diluted
with water (20 mL) and the methanol was removed in vacuo. The
remaining aqueous solution was acidified to pH 1 by addition of
hydrochloric acid (0.2 m) ; this resulted in the precipitation of a
white solid. The aqueous suspension was extracted four times with
diethyl ether and the combined organic layers were dried over
Na2SO4. The solvent was removed under reduced pressure. Purifi-
cation of the residue by flash chromatography (diethyl ether/
n-hexane/acetic acid 6:4:0.03) yielded Aristoforin (5, 127 mg,
214 mmol, 78 %) as a slightly yellow oil. Rf = 0.44 (diethyl ether/
n-hexane/acetic acid 6:4:0.03); 1H NMR (600 MHz, [D]chloroform,
25 8C): d= 1.00 (s, 3 H; CH3, H-14), 1.01 (d, 3J(H,H) = 6.5 Hz, 3 H; CH3,
H-13), 1.11 (d, 3J(H,H) = 6.5 Hz, 3 H; CH3, H-12), 1.36–1.40 (m, 1 H;
CH, H-15), 1.43–1.47 (m, 1 H; CH, H-5), 1.55 (s, 3 H; CH3, H-25), 1.54–
1.56 (m, 1 H; CH, H-4), 1.59 (s, 3 H; CH3, H-20), 1.65 (s, 3 H; CH3, H-
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35), 1.66 (s, 9 H; 3 CH3, H-19, H-29, H-30), 1.67 (s, 6 H; 2 CH3, H-24,
H-34), 1.71–1.77 (m, 1 H; CH, H-21), 1.87–1.91 (m, 2 H; 2 CH, H-15’,
H-16), 1.94–1.97 (m, 1 H; CH, H-11), 1.97–2.00 (m, 1 H; CH, H-5’),
2.07–2.12 (m, 2 H; 2 CH, H-16’, H-21’), 2.53–2.60 (m, 2 H; CH2, H-31),
3.09–3.12 (m, 1 H; CH, H-26), 3.15–3.19 (m, 1 H; CH, H-26’), 4.57 (d,
2J(H,H) = 16.2 Hz, 1 H; CHHCOOH), 4.75 (d, 2J(H,H) = 16.2 Hz, 1 H;
CHHCOOH), 4.93–4.95 (m, 1 H; CH, H-22), 5.00–5.04 ppm (m, 3 H;
3 CH, H-17, H-27, H-32); 13C NMR (150.9 MHz, [D]chloroform, 25 8C):
d= 13.6 (CH3, C-14), 17.8 (CH3, C-20), 18.0 (CH3, C-30), 18.1 (CH3, C-
25), 18.2 (CH3, C-35), 20.5 (CH3, C-12), 21.4 (CH3, C-13), 23.8 (CH2, C-
26), 25.1 (CH2, C-16), 25.7 (CH3, C-34), 25.8 (CH3, C-29), 25.9 (CH3, C-
19), 26.0 (CH3, C-24), 27.1 (CH2, C-21), 30.0 (CH2, C-31), 36.7 (CH2, C-
15), 38.6 (CH2, C-5), 43.0 (CH, C-11), 43.7 (CH, C-4), 49.7 (Cq, C-3),
58.7 (Cq, C-6), 70.2 (CH2COOH), 84.4 (Cq, C-2), 119.5 (CH, C-32), 121.0
(CH, C-27), 122.5 (CH, C-22), 124.7 (CH, C-17), 128.5 (Cq, C-8), 131.4
(Cq, C-18), 133.7 (Cq, C-23), 134.2 (Cq, C-28), 134.7 (Cq, C-33), 172.3
(Cq, C-7), 172.5 (CH2COOH), 194.0 (C=O, C-9), 206.8 (C=O, C-1),
208.9 ppm (C=O, C-10); HR-MS (EI, 70 eV): m/z : calcd for C37H54O6:
594.3920 [M]+ ; found: 594.3930.


O-(Carboxymethyl)-17,18,22,23,27,28,32,33-octahydrohyperforin
(6): Aristoforin 5 (54 mg, 91 mmol) was dissolved in methanol
(3.0 mL). Palladium on activated charcoal (10 mg) was then added
and the suspension was stirred for 2 h at room temperature under
an atmosphere of hydrogen (1 bar). After the reaction was com-
plete, the suspension was diluted with methanol (20 mL) and the
charcoal was removed by filtration over celite. The solvent was
removed under reduced pressure and the residue was purified
by column chromatography (n-hexane/diethyl ether/acetic acid
5:5:0.03) to give 6 (43 mg, 71 mmol, 78 %) as a slightly yellow oil.
Rf = 0.41 (n-hexane/diethyl ether/acetic acid 5:5:0.03); 1H NMR
(600 MHz, [D]chloroform, 25 8C): d= 0.93 (s, 3 H; CH3, H-14), 1.02 (d,
3J(H,H) = 6.6 Hz, 3 H; CH3, H-13), 1.12 (d, 3J(H,H) = 6.6 Hz, 3 H; CH3,
H-12), 0.78–0.98 (m, 24 H; 8 CH3, H-19, H-20, H-24, H-25, H-29, H-30,
H-34, H-35), 0.98–1.30 (m, 8 H; 4 CH2, H-17, H-22, H-27, H-32), 1.30–
1.67 (m, 10 H; 4 CH, 3 CH2, H-18, H-23, H-28, H-33, H-15, H-16, H-21),
1.67–2.08 (m, 5 H; 3 CH, CH2, H-4, H-5, H-5’, H-31), 2.13 (br, 1 H; CH,
H-11), 2.27–2.65 (m, 2 H; CH2, H-26), 4.59 (d, 2J(H,H) = 16.2 Hz, 1 H;
CHHCOOH), 4.85 (d, 2J(H,H) = 16.2 Hz, 1 H; CHHCOOH), 7.80 ppm
(br, 1 H; COOH) ; 13C NMR (150.9 MHz, [D]chloroform, 25 8C): d= 14.2
(CH3, C-14), 20.7 (CH3, C-12), 21.6 (CH3, C-13), 22.4, 22.5, 22.6, 22.8,
22.9 (8 CH3, C-19, C-20, C-24, C-25, C-29, C-30, C-34, C-35), 22.7
(CH2, C-16), 24.0 (CH2, C-26), 26.3 (CH2, C-21), 28.0 (CH, C-18), 28.3
(CH, C-33), 28.4 (CH, C-28), 28.9 (CH, C-23), 29.7 (CH2, C-31), 33.6
(CH2, C-32), 36.9 (CH2, C-27), 37.7 (CH2, C-15), 38.1 (CH2, C-22), 39.9
(CH2, C-17), 40.0 (CH2, C-5), 42.6 (CH, C-11), 43.2 (CH, C-4), 50.6 (Cq,
C-3), 58.7 (Cq, C-6), 70.2 (CH2COOH), 84.8 (Cq, C-2), 129.4 (Cq, C-8),
172.4 (Cq, C-7), 172.8 (CH2COOH), 194.2 (C=O, C-9), 207.3 (C=O, C-
1), 209.0 ppm (C=O, C-10); HR-MS (EI, 70 eV): m/z : calcd for
C37H62O6 : 602.4546 [M]+ ; found: 602.4553.


Solubility assays : Solubility assays were performed at 20 8C. Hyper-
forin and its derivatives were dissolved in DMSO and further
diluted to different concentrations ranging from 10 mg mL�1 to
500 mg mL�1 in either H2O or 100 mm aqueous NaHCO3 solution
(pH 8.2). The final concentration of DMSO was 2 % for each sample.
Every sample was mixed thoroughly and, after 10 min, the solubili-
ty of the corresponding compound was assessed visually. A clear
solution means that the compound is completely dissolved, a
cloudy or opalescent solution means that the compound is not
fully dissolved at the corresponding concentration.


Stability assays : Hyperforin and the hyperforin derivatives were
dissolved to a concentration of 1 mg mL�1 in either DMSO or PBS
containing 20 % DMSO. The samples were exposed to light at


room temperature in a normal air atmosphere for the indicated
times. At each time point the chromatographic purity of the sam-
ples was measured by HPLC using the validated method SAM
0022–3. For 6, the stability of the compound in DMSO was as-
sessed by using 1H and 13C NMR spectroscopy methods.


Proliferation assays : Hyperforin and the hyperforin derivatives
were dissolved in DMSO and further diluted with cell medium to
obtain final concentrations as indicated. The maximal final DMSO
concentration was 1 %. MT-450 cells were seeded into each well of
a 96-well cell culture plate at 104 cells per well and incubated at
37 8C for 24 h with the indicated concentrations of hyperforin and
hyperforin derivatives. Control samples were incubated with the
equivalent amount of solvent alone. Each sample was repeated in
quadruplicate. Afterwards 3H-thymidine (Amersham Pharmacia Bio-
tech, Freiburg, Germany) was added to the cells at 1 mCi per well
and incubation was resumed at 37 8C for a further 18 h. To analyze
the amount of incorporated radioactivity, the cells were harvested
onto a glass fiber filter (Wallac Oy, Turku, Finland) with aid of the
Harvester 96 cell harvester (Tomtec, Hamden, USA). The filter-immo-
bilized radioactivity was quantified by using scintillation liquid and
a MicroBeta TriLux Liquid Scintillation and Luminescence counter
(Wallac).


Apoptosis assays : Hyperforin and the hyperforin derivatives were
dissolved in DMSO and further diluted with cell medium to obtain
final concentrations as indicated. The maximum final DMSO con-
centration was 1 %. MT-450 cells were seeded into each well of a
96-well cell culture plate at 104 cells per well and incubated at
37 8C for 24 h with the indicated concentrations of hyperforin and
hyperforin derivatives. Control samples were incubated with the
equivalent amount of solvent alone. Each sample was repeated in
quadruplicate. The proapoptotic effect of the substances was de-
tected by using the Cell Death Detection ELISAPLUS kit (Roche Diag-
nostics, Mannheim, Germany) according to the manufacturer’s in-
structions. The kit constitutes a photometric enzyme-immunoassay
for the qualitative and quantitative in vitro determination of cyto-
plasmic histone-associated DNA fragments (mono- and oligonu-
cleosomes) after apoptosis. The absorption values measured (A =
A405nm�A490nm) give a quantitative indication of the induced
amount of apoptosis. The higher the absorption value A, the
higher the induction of apoptosis at the corresponding concentra-
tions of the compounds.


In vivo tumor experiments : MT-450 cells were resuspended in PBS
and injected subcutaneously into groups of Wistar Furth rats (8
animals per group, 5 � 105 cells per animal). Drug treatment was
initiated 7 days after tumor cell injection. The different groups of
animals received 100 mL of hyperforin (1), Aristoforin (5), or com-
pound 6, each dissolved in PBS/10 % DMSO (1 mg mL�1), equating
to a dose of 0.4 mg kg�1 of each compound. Furthermore, one
group of animals received 100 mL PBS containing 10 % DMSO as
solvent control. Daily injections of the drugs or control were ad-
ministered subcutaneously at the site of the tumor cell injection
for fifteen days. Tumors were measured with a micrometer calliper
every third to fourth day throughout the study. These studies were
approved by the local Ethical Review Board.
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Site-Specific Cleavage—A Model System for the
Identification of Lipid-Modified Glutamate
Residues in Proteins
Peter Sawatzki, Ingo Damm, Barbara Pierstorff, Heike Hupfer, Konrad Sandhoff,
and Thomas Kolter*[a]


Introduction


After their biosynthesis at the ribosomes of the cell, numerous
proteins are modified post-translationly. One post-translational
modification, which is only poorly characterized to date, is the
formation of lipid esters of glutamate side chains in the skin
proteins of land-living mammals. A subset of very long chain
fatty acids, ceramides[1, 2] and glucosylceramides,[3, 4] are bound
through their w-hydroxy groups to structural proteins of the
so-called “cornified envelope” in the outermost layer of the
skin, the stratum corneum. Because of their high degrees of
cross-linking by isodipeptide and disulfide bonds and the
great heterogeneity within the lipid parts, neither the identities
of the modified proteins nor the positions of the altered gluta-
mate residues are well established.


Here we report an approach to the identification of proteins
containing ester-modified glutamic acid residues and the de-
termination of their positions within the peptide sequence.
With the aid of model peptides, we have developed conditions
for the selective cleavage of the peptide-bond N-terminal of
glutamic acid esters, through an approach related to the affini-
ty-cleavage technique.[5] The method was designed to deter-
mine such positions in human skin proteins by mass spectrom-
etry.


In human-skin proteins, post-translationally modified gluta-
mic acid side chains are found linked through ester moieties to
w-hydroxylated lipids. This modification is essential for the
function of the skins of land-living mammals. Scheme 1 shows
a representative structure of a protein-bound glucosylceramide
(A), a transient intermediate in the formation of protein-bound
lipids, which has only been identified in skin samples of geneti-
cally engineered mice with defective glucosylceramide degra-
dation.[3, 4] In addition, Scheme 1 also shows the structures of a
protein-bound skin ceramide (B) and an w-hydroxylated fatty
acid (C).


Structural alterations of the g-carboxy groups of glutamic
acid side chains in proteins are rare post-translational events:


proteins of prokaryotic organisms can contain methyl esters;[6]


however, while eukaryotic proteins can be methylated at differ-
ent positions, this modification of a glutamate side chain has
not been found in higher organisms.[7]


Thioesters of glutamate side chains with internal cysteine
residues occur in a2-macroglobulin,[8–10] in complements C3
and C4[11–13] and in succinyl-CoA:3-keto acid transferase.[14]


A remarkable feature of all these glutamic acid ester- or thio-
ester-containing proteins is that they become labile with re-
spect to fragmentation on elevation of the pH. In addition, a
2-deoxyribosyltransferase chemically modified by affinity label-
ling became labile with respect to alkaline hydrolysis after es-
terification of the catalytic glutamic acid side chain.[15]


The instability of proteins containing glutamic acid esters or
thioesters towards hydrolysis has been attributed to the forma-
tion of internal pyroglutamate residues (Schemes 2 and 3).
Such 1-acylpyrrolidine-2-ones are diacylamines, and it has been
known for a long time that substances of this type are readily
hydrolysed by dilute aqueous alkaline solution.[16] The chemical
conversion of glutamic acid residues into 1-acylpyrrolidine-2-
ones with thionyl chloride and pyridine has been proposed as
a method for the specific cleavage of peptides at the N-termi-
nal site of glutamate residues.[17–20] In this contribution, we
report on the development of conditions that make use of this
instability as an analytical tool for the mass spectrometric iden-
tification of ester-modified glutamic acid residues in peptides.


[a] Dr. P. Sawatzki,+ Dr. I. Damm,+ B. Pierstorff, H. Hupfer, Prof. Dr. K. Sandhoff,
Priv.-Doz. Dr. T. Kolter
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E-mail : tkolter@uni-bonn.de
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Numerous proteins are modified post-translationally after their
biosynthesis at the ribosomes of the cell. One such modification,
only poorly characterized to date, is the formation of lipid esters
of glutamate side chains in the skin proteins of land-living mam-
mals; here a subset of very long chain fatty acids, ceramides
and/or glucosylceramides, are bound through their w-hydroxy


groups to structural proteins of the so-called “cornified envelope”
in the outermost layer of the skin, the stratum corneum. We
report an approach for the identification of proteins containing
ester-modified glutamic acid residues and the determination of
their positions within the peptide sequence, designed for mass
spectrometric investigation of human skin proteins.
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This should also allow the deter-
mination of the positions of w-
hydroxylated lipids in human
skin proteins.


Our concept for the identifica-
tion of glutamic acid ester-con-
taining peptides is outlined in
Scheme 2. Adaptation of the ap-
proaches of Battersby et al.[17–19]


and of Clayton et al.[20] to the se-
lective cleavage of peptides I
containing glutamic acid esters
requires conditions under which
this structural element is
cleaved. The diagnostic cleavage
products are peptides II, with N-
terminal pyroglutamic acid resi-
dues, and peptides III, with C-
terminal methyl esters (see
Scheme 3). These peptides can
be distinguished from unmodi-
fied peptides by electrospray
mass spectrometry. In addition,
the w-hydroxylated lipids are
also liberated during the proce-
dure.


Since the information about
the ester-modified glutamic acid
residues is lost during saponifi-
cation (see below), we devel-
oped a protocol that, on the one
hand, avoids the use of aqueous
media and, on the other, ensures
selective peptide cleavage.


A more detailed description
of the concept is given in
Scheme 3. For the case of one of
our model peptides (4 a) as an
example, it shows the selective
cleavage of the peptide bond N-
terminal of the central glutamic
acid ester residue (cf Table 1 for
peptide structures). Treatment of
4 a with sodium methoxide in
methanol should lead to a trans-
esterification reaction, giving rise
to the methyl ester 5 a, and to
formation of the peptide deriva-
tive 6 a with an internal acylpyr-
rolidinone moiety. Compound
6 a can be cleaved at two posi-
tions, indicated by a) and b) in
Scheme 3. Methanolysis of 6 a in
position a) should lead to forma-
tion of peptide 7 a with an N-
terminal pyroglutamyl residue.
Compound 7 a represents the


Scheme 1. Schematic structures of w-hydroxylated A) glucosylceramide, B) ceramide and C) fatty acid covalently
bound to glutamic acid side chains in proteins of the cornified envelope of human skin.


Scheme 2. Schematic representation of the site-specific cleavage for the identification of esterified glutamate residues
in peptides. Vertical boxes represent amino acid residues. Under the given conditions, glutamic acid ester-containing
peptides such as I are cleaved into diagnostic products : the peptides II and III and the formerly ester-linked lipid.
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diagnostic peptide II in Scheme 2, which corresponds to the C-
terminal part of the initially applied peptide. In addition, the N-
terminal part of the former peptide I (III in Scheme 2) is liberat-
ed as the methyl ester 8 a.


Cleavage of 6 a can also proceed according to mode b). Al-
though nucleophilic attack on the more electrophilic carboxy
group according to a) should be favoured over ring-opening
corresponding to cleavage mode b),[17–20] the latter reaction is


unwanted if hydroxide is the nucleophile and should be re-
pressed by the reaction conditions. If methoxide is the nucleo-
phile, b)-mode cleavage leads to regeneration of 5 a, while if
hydroxide is the nucleophile it results in the formation of glu-
tamic acid-containing peptides 9 a with loss of information
about the modification. Since the presence of water cannot be
completely avoided when peptide preparations derived from
living tissues are used, it has to be assumed that hydrolysis in-


Scheme 3. Reaction of glutamic acid ester 4 a in the presence of sodium methoxide in methanol and traces of water. The reactions leading to affinity cleavage are
shown in the vertical direction. Reaction of traces of water with 4 a, 5 a and 6 a according to cleavage modus b) leads to a loss of information. With time, the cleav-
age product 8 a is converted into 10 a in the presence of water.
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stead of methanolysis of 6 a according to cleavage
mode b) (Scheme 3) leads to the formation of frag-
ment 9 a. In addition, it has to be expected that one
of the fragments, the methyl ester 8 a, can be con-
verted into the acid 10 a in the presence of water.


The reaction of the methyl ester 5 a with hydroxide
ions thus gives rise to the undesired formation of 9 a.
Therefore, we decided to conduct the cleavage reac-
tion under conditions that avoid the presence of
water as much as possible.


Results and Discussion


To investigate whether the concept outlined in
Schemes 2 and 3 would be suitable for the determi-
nation of ester-modified glutamic acid ester residues
by site-specific cleavage, we decided to start the in-
vestigation using tripeptide derivatives containing a
central glutamic acid bearing a benzyl ester group in the side
chain. The benzyl alcohol represents a model for the lipid resi-
due of the modified skin protein. The use of more complex
model peptides turned out to be inappropriate for HPLC inves-
tigations, since we observed nearly complete racemization of
the peptide samples under the cleavage conditions (Figure 1).
This is no disadvantage of the method, since peptide frag-
ments derived from skin samples are detected by mass spec-
trometry, but it prevents precise quantification of cleavage
products by HPLC.


We prepared the model peptides Boc-Phe-Glu(OBn)-Ala-NH2


(4 a) and Boc-Val-Glu(OBn)-Ala-NH2 (4 b ; Table 1) by solution
methodology. Boc-Glu(OBn)-OH (1) was activated either with


dicyclohexylcarbodiimide or with N-ethyl-N’-(3-dimethylamino-
propyl)-carbodiimide hydrochloride (EDC) with the use of N-
hydroxybenzotriazole (HOBt) as additive[21–23] and coupled to
H-Ala-NH2. Deprotection of Boc-Glu(OBn)-Ala-NH2 (2) with tri-
fluoroacetic acid to provide H-Glu(OBn)-Ala-NH2 (3) was fol-
lowed by carbodiimide/HOBt-mediated coupling to Boc-Phe-
OH or Boc-Val-OH. We applied the model peptides to the
cleavage conditions in the same way as we did peptides de-
rived from stratum corneum preparations from the skin of
human individuals.[2] At concentrations of 1.5–2.0 mg mL�1, the
model peptides 4 a and 4 b were treated with sodium methox-
ide solution in methanol (0.25 m) at room temperature for dif-
ferent time periods. The reaction products were separated by
HPLC (Figure 1) and identified by electrospray mass spectrome-
try (ESI-MS). The kinetics of product formation were investigat-
ed by HPLC analysis at different time points and quantified by
correlation of the UV absorption with those of known concen-
trations of the chemically prepared intermediates. For this pur-
pose, and to obtain supporting analytical data (1H NMR, 13C
NMR spectra), the cleavage products were synthesized on a
preparative scale.


HPLC analysis of the time courses of the transesterifications
of 4 a (Figure 2) and 4 b showed that the benzyl esters 4 a and
4 b (Scheme 3) were no longer detectable after only one


minute under the conditions described in the Experimental
Section. This was also indicated by TLC separation of the reac-
tion mixtures (staining with ninhydrin or molybdophosphoric
acid). HPLC investigation of the products formed on treatment
of 4 a and 4 b with sodium methoxide in methanol revealed
that the methyl esters 5 a and 5 b had been formed in nearly
quantitative amounts after 30 minutes reaction time (Figure 2).
Prolonged treatment (24 h) with sodium methoxide in metha-
nol led to nearly quantitative fragmentation of the peptide
methyl esters 5 a and 5 b. The half-lives of the methyl esters
varied (we found half-lives in a range from 2 to 7 h), which we
attribute to different amounts of water present in the different
preparations. Configurational integrity in the cleavage prod-


Figure 1. HPLC chromatogram of peptide 4 a : A) without treatment with sodium methoxide,
and B) after 16 h treatment with sodium methoxide in methanol and subsequent neutraliza-
tion as described in the Experimental Section. Structures and numbers of the identified prod-
ucts are given. Peptide 4 a was dissolved in methanol, and trace amounts of methyl ester
5 a (*) and liberated benzyl alcohol (**) are therefore already detectable in sample A. In B,
multiple peaks were observed for 5 a due to racemization.


Table 1. Structures of model peptides. The HPLC solvent system used (sol-
vent systems I–III) is as specified in the Experimental Section (General).


Number Sequence HPLC solvent
system


1 Boc-Glu(OBn)-OH
2 Boc-Glu(OBn)-Ala-NH2


3 H-Glu(OBn)-Ala-NH2


4 a Boc-Phe-Glu(OBn)-Ala-NH2 I
4 b Boc-Val-Glu(OBn)-Ala-NH2 I
4 c H-Thr-Tyr-Ile-Cys(SBn)-Glu(OBn)-Val-Glu-


Asp-Gln-Lys-Glu-Glu-OH
II


4 d Boc-Phe-Glu(OC12H25)-Ala-NH2 I
4 e H-Gln-Phe-Phe-Gly-Leu-Met-NH2 III
5 a Boc-Phe-Glu(OMe)-Ala-NH2 I
5 b Boc-Val-Glu(OMe)-Ala-NH2 I
5 c H-Thr-Tyr-Ile-Cys(SBn)-Glu(OMe)-Val-Glu-


Asp-Gln-Lys-Glu-Glu-OH
II


7 a/b Pyroglu-Ala-NH2 I
7 c Pyroglu-Val-Glu-Asp-Gln-Lys-Glu-Glu-OH II
8 a Boc-Phe-OMe I
8 b Boc-Val-OMe I
8 c H-Thr-Tyr-Ile-Cys(SBn)-OMe II
9 a Boc-Phe-Glu(OH)-Ala-NH2 I
9 b Boc-Val-Glu(OH)-Ala-NH2 III
10 a Boc-Phe-OH I
10 b Boc-Val-OH I
10 c H-Thr-Tyr-Ile-Cys(SBn)-OH I
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ucts 7 a, 7 b, 8 a and 8 b was lost, as determined by 1H NMR
spectroscopy, optical rotation or the occurrence of multiple
products with identical mass as determined by ESI-MS, but
with different HPLC retention times.


After 60 h reaction time under these conditions, complete
conversion of the cleavage product 8 a was observed
(Figure 2). This is consistent with the assumption of a slow sap-
onification of the methyl ester by hydroxide ions generated by
small amounts of water during the incubation, giving rise to
the product 10 a (Scheme 3).


Investigation of potential acidic cleavage conditions revealed
that no cleavage occurred with 70 % formic acid (v/v) or with
trifluoroacetic acid at room temperature over 24 h. Formation
of b-peptides, which would be generated through cleavage of
a 2-oxopiperidine intermediate formed by attack of the amide
nitrogen of the amino acid next to the C terminus of gluta-
mate,[17] also could not be detected. Related reaction behav-
iour has been observed on treatment of aspartyl-containing
peptides under acidic and alkaline conditions.[24]


As an additional model peptide of more complex structure,
H-Thr-Tyr-Ile-Cys(SBn)-Glu(OBn)-Val-Glu-Asp-Gln-Lys-Glu-Glu-OH
(4 c ; Table 1), was investigated for transesterification and cleav-
age under the reported conditions. Complete conversion of
the starting material was observed after 30 minutes, and after
24 h the formation both of the N-terminal pyroglutamyl-con-
taining cleavage product (7 c) and of the corresponding C-ter-
minal fragment (8 c) was demonstrated by mass spectrometry.
Precise quantification of the reaction products, the transesteri-
fication product 5 c and of the cleavage products 7 c and 8 c,
by HPLC was not possible, due to the formation of stereoiso-
mers with overlapping HPLC retention times. In addition, an
elimination product containing a dehydroalanine moiety in-
stead of the benzyl-protected cysteine residue was formed.
However, estimation from HPLC chromatograms indicates that


the reaction kinetics of 4 c are comparable to those of the
model peptides 4 a and 4 b.


To ensure that the identity of the alcohol moiety linked to
the glutamate residue had no significant influence on the
cleavage kinetics, we prepared Boc-Phe-Glu(OC12H25)-Ala-NH2


(4 d ; Table 1) as an additional model peptide. Peptide 4 d con-
tains a dodecyl glutamate moiety and mimics peptides derived
from endogenous proteins bearing lipid esters in this position
(such as C in Scheme 1). Peptide 4 d was prepared from 4 a
and dodecan-1-ol by transesterification with the aid of sodium
cyanide as catalyst.[32] Alternative attempted direct esterifica-
tion of 9 a by the standard methods of Steglich[33] or Mitsu-
nobu[34] were not successful in this case. Compound 4 d was
subjected to the cleavage conditions and showed transesterifi-
cation and cleavage rates similar to those of the model pepti-
des 4 a and 4 b (data not shown).


We plan to apply the conditions used for the cleavage of
the model peptides to human skin proteins, with subsequent
ESI-MS screening for the occurrence of peptides containing N-
terminal pyroglutamate residues. Database alignment of the
observed masses with skin protein peptide sequences should
allow the identities of the modified proteins and the altered
glutamate residues to be determined. A frequently encoun-
tered phenomenon in the analysis of peptides by mass spec-
trometry is the occurrence of cleavage products on the car-
boxy sides of glutamic and aspartic acid residues, observed
when multiply charged protein ions fragment into cleavage
products with C-terminal anhydride residues during ESI-MS
measurements.[26] This reaction does not interfere with the
strategy outlined in this manuscript. On the other hand, it has
to be argued that N-terminal pyroglutamate-containing pepti-
des could be formed during preparation, purification,[27] or
mass spectrometric analysis[28] of peptides with N-terminal glu-
tamine residues, or by their enzymatic conversion.[29–31] To in-
vestigate the extent to which terminal pyroglutamate residues
from N-terminal glutamine-containing peptides were formed
under the reaction conditions developed by us for site-specific
cleavage, we investigated peptide 4 e (H-Gln-Phe-Phe-Gly-Leu-
Met-NH2) as a model substance. After 24 h treatment under
the cleavage conditions, about 40 % of this peptide was recov-
ered, and the corresponding derivative with the N-terminal py-
roglutamate residue was detected in amounts of about 25 %.
This indicates that sequence alignment of diagnostic cleavage
products derived from skin samples should be conducted with
care to exclude false positive sequences originating from pep-
tides with N-terminal glutamine residues. For mechanistic rea-
sons, internal glutamines do not interfere with the method;
this was also experimentally demonstrated with peptide 4 c,
with which no products due to cleavage at this position could
be detected.


As shown for peptide 4 c, a case in which a dehydroalanine-
containing cleavage product was also obtained, methoxide
treatment can lead to amino acid modifications that have to
be taken into account during MS analysis. Other possible side
reactions are the deamidation of asparagine residues, the elim-
ination of methanesulfenic acid from oxidized methionine or
the deglycosylation of O-glycosylated glycopeptides.


Figure 2. Time courses of the formation and conversion of methyl ester 5 a
(squares) and fragment 8 a (circles) on treatment of benzyl ester 4 a with a
0.25 % solution of sodium methoxide in methanol at room temperature. Forma-
tion of 5 a from 4 a is complete within a few minutes, 5 a having been formed
in quantitative yield after 30 minutes (first data point). The symbols represent
the mean value of two independent experimental series, and the bars indicate
the range of the determined values.
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In this work we have investigated the cleavage of glutamic
acid ester-containing peptides as a tool for the determination
of residues modified in this way post-translation. This method
appears to be especially attractive, since methoxide should be
able to penetrate into the rigid structure of the cornified enve-
lope and might facilitate peptide cleavage within the protein
network. This highly crosslinked protein aggregate is not oth-
erwise easily degradable, because proteases can only operate
at the periphery of this network. In addition, products of site-
specific cleavage are easier to detect than labelling products
such as the methyl esters transiently formed during the cleav-
age conditions. We have developed conditions that have
proved successfully applicable to model peptides and are cur-
rently applying this strategy, together with other techniques,
for the determination of lipid-modified human skin proteins by
mass spectrometry.


Experimental Section


General: Glassware was flame-dried, and reactions were carried
out under argon. The employed amino acid derivatives 1 and 2
and peptides 4 c, 4 e and 8 a are available from Bachem (Buben-
dorf, Switzerland). Peptide 4 e corresponds to residues (6–11) of
substance P. Chemical reagents were purchased from Fluka (Tauf-
kirchen, Germany). Peptide derivatives were separated by reversed-
phase HPLC on a Luna RP-18(2) column (250 � 2 mm; 5 mm, Phe-
nomenex, Aschaffenburg, Germany) connected to a SMART System
from Amersham Pharmacia (Freiburg, Germany). For cleavage of
peptides, three different solvent systems were used (compare
Table 1). For resolution of compounds 4 a, 4 b and 4 d, for example,
solvent system I—consisting of HPLC grade water and methanol in
a 50:50 (vol/vol) ratio as solvent A, and methanol as solvent B—
was used. The column was equilibrated with solvent A at ambient
temperature, and the peptides were eluted with a linear gradient
of 0–100 % solvent B over 10 minutes at a flow rate of
200 mL min�1. Detection was performed at 210 and 260 nm. For
peptide 4 c and derivatives, a linear gradient from 5–95 % acetoni-
trile in water and 0.1 % trifluoroacetic acid (= solvent system II)
over 60 minutes was used. The cleavage of peptide 4 e was ana-
lysed by HPLC by use of solvent system I with addition of 0.1 % tri-
fluoroacetic acid (= solvent system III).


Melting points were determined on a B�chi SMP 20 capillary melt-
ing point apparatus and are uncorrected. Optical rotations were
measured at 25 8C on a Perkin–Elmer P341 polarimeter. 1H NMR
spectra: Bruker AM 400 (400 MHz) and Bruker AM 300 (300 MHz)
instruments, solvent as internal standard (CDCl3 : dH = 7.24 ppm).
13C NMR spectra: Bruker AM 400 (100 MHz) and Bruker AM 300
(75 MHz) instruments, solvent as internal standard (CDCl3 : dC =
77.0 ppm). 13C NMR spectra were recorded in broadband decou-
pled mode, and multiplicities were determined by use of a DEPT
pulse sequence.


Mass spectra were recorded in positive ion mode on a Q-TOF 2
mass spectrometer (Micromass, Manchester, UK) fitted with a nano-
spray source. Analytes were dissolved in acetonitrile/water 2:1 (v/v)
and were injected into the mass spectrometer through glass capil-
laries (long type; Protana, Odense, Denmark) with use of a capillary
voltage of 1000 V and a cone voltage of 50 V. Instrument calibra-
tion was carried out with a mixture of sodium iodide and cesium
iodide dissolved in aqueous propan-2-ol (50 %).


Column chromatography: silica gel 60 (E. Merck, Darmstadt, Ger-
many), thin layer chromatography: (silica gel plates 60, thickness
0.25 mm, E. Merck, Darmstadt, Germany). Elemental analyses were
performed in the microanalytical department of the Kekul�-Institut
f�r Organische Chemie und Biochemie, Bonn, Germany.


N-tert-Butoxycarbonyl deprotection : The N-terminal Boc-protect-
ed peptide component (1 mmol) was mixed at 0 8C with trifluoro-
acetic acid (2 mL). After the mixture had been stirred for 2 h at
room temperature, the trifluoroacetic acid was removed under re-
duced pressure, and the remaining residue was treated with dieth-
yl ether and dried. The material was used in the next step without
further purification.


Peptide coupling : Peptides were synthesized by a modification of
the DCC/HOBt method[21, 22] with the use of EDC/HOBt[23] (EDC =
N’-ethyl-N’-(3-dimethylaminopropyl)-carbodiimide hydrochloride).
Since traces of dicyclohexylurea could not be completely removed
when working with DCC, we used the EDC/HOBt method in this
work.


Et3N (1 equiv) and HOBt (0.1 equiv) were added to a solution of N-
Boc-protected amino acid and the C-terminal-protected compo-
nent in water (2.5 mL, 1 mmol). The solution was cooled to 08, and
EDC (1 equiv) was added. The mixture was stirred for 2 h at ambi-
ent temperature and was then extracted with water/ethyl acetate.
Depending on the solubility of the target compound, either the
organic layer was separated, dried (Na2SO4) and evaporated under
reduced pressure, or the aqueous phase was evaporated. The re-
maining residue was purified by chromatography on silica gel with
ethyl acetate/methanol gradients as solvent.


Affinity cleavage conditions : The peptide derivative (10 mg) was
dissolved in a solution of sodium methoxide in abs. methanol
(0.25 m, 6 mL). At different time points, aliquots (100 mL) were
taken out of the reaction vessel by syringe and neutralised with
acetic acid solution (0.25 m, 100 mL). This solution was analysed by
HPLC. It is important to note that non-esterified glutamate residues
(but not aspartate residues) have been transformed into the
methyl esters in detectable amounts in peptides isolated from
human stratum corneum by use of methanol-containing solvent
mixtures. Therefore, care has to be taken that the use of methanol
as solvent be avoided during sample preparation.


For HPLC quantification, a calibration curve was established by in-
jection of known amounts of peptide 4 a and the corresponding
methyl ester 5 a. The curves for the peak areas at 260 nm were
linear over the ranges from 0–150 nmol for 4 a and 0–20 nmol for
5 a. The cleavage product 8 a was quantified by use of the same
peak height at 260 nm in the range from 0–200 nmol. Peptides 4 b
(peak height at 260 nm, range 0–150 nmol), 5 b (peak height at
210 nm, range 0–12 nmol), 8 b (peak height at 210 nm, range 0–
80 nmol) and 9 b (peak height at 210 nm, range 0–50 nmol) were
quantified in the same way. For the detection of 9 b, TFA (0.1 %)
had to be added to the HPLC solvents.


Analytical data


N-tert-Butoxycarbonyl-(O-benzyl-l-glutamyl)-l-alanylamide (3):
Chromatography (silica gel, ethyl acetate) gave 3 (950.7 mg, 78.8 %
yield); m.p. 136 8C; 1H NMR (CDCl3): d= 7.27 (m, 5 H; aryl), 5.05 (s,
2 H; BnCH2), 4.41 (m, 1 H; CH), 4.06 (m, 1 H; CH), 2.43 (m, 2 H; Glu-
CH2), 2.07 (m, 1 H; Glu-CH2), 1.90 (m, 1 H; Glu-CH2), 1.35 (s, 9 H;
(CH3)3), 1.31 ppm (d, 3 H, J = 7.0 Hz; Ala-CH3) ; four NH protons were
detected when measured in [D5]pyridine: d= 6.82 (d, J = 6.6 Hz,
1 H), 6.49 (br m, 1 H), 5.61 (br m, 1 H), 5.42 ppm (d, J = 4.5 Hz, 1 H);
13C NMR (CDCl3): d= 174.6, 173.3, 171.6, 156.0, 135.6, 128.6, 128.4,
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128.3, 80.6, 66.7, 54.5, 48.6, 30.6, 28.3, 28.3, 17.8 ppm; MS (ESI): m/z
calcd for C20H29N3NaO6 : 430.20 [M+Na]+ ; found 430.11.


N-tert-Butoxycarbonyl-l-phenylalaninyl-(O-benzyl-l-glutamyl)-l-
alanylamide (4 a): Chromatography (silica gel, cyclohexane/ethyl
acetate 1:1 to cyclohexane/ethyl acetate 1:10) afforded 4 a
(654.1 mg) in 76.6 % yield. M.p. 177–8 8C; 1H NMR (CDCl3/CD3OD
1:1): d= 7.13–7.32 (m, 10 H; Bn), 5.01 (s, 2 H; CH2), 4.23–4.31 (m,
3 H; Glu-CH, Ala-CH, Phe-CH), 3.06 (dd, J = 13.9, 5.5 Hz, 1 H; Glu-
CH2), 2.86 (dd, J = 14, 8 Hz, 1 H; Glu-CH2), 2.11 (m, 1 H; Glu-CH2),
1.93 (m, 1 H; Glu-CH2), 1.36–1.33 ppm (d, J = 7.2 Hz, 12 H; Ala-CH3,
(CH3)3) ; 13C NMR (CDCl3/CD3OD 1:1): d= 177.2, 174.7, 174.6, 172.7,
157.8, 137.9, 137.1, 130.5, 129.8, 129.85, 129.7, 129.5, 128.2, 81.6,
67.9, 57.6, 54.4, 50.2, 38.9, 34.9, 31.5, 29.2, 18.6 ppm; MS (ESI): m/z
calcd for C29H38N4NaO7: 577.27 [M+Na]+ ; found 577.34; elemental
analysis calcd (%) for C29H38O7N4 : C 62.8, H 6.91, N 10.1; found C
62.54, H 6.59, N 10.15 ; HPLC retention time = 13.8 min (solvent
system I).


N-tert-Butoxycarbonyl-l-valinyl-(O-benzyl-l-glutamyl)-l-alanyla-
mide (4 b): Chromatography (silica gel, ethyl acetate) afforded 4 b
(1123 mg, 64.2 %); m.p. 192 8C; 1H NMR (CDCl3/CD3OD 1:1): d= 7.24
(m, 5 H; Bn), 5.02 (s, 2 H; CH2), 4.63 (t, J = 6.0 Hz, 1 H; Glu-CH), 4.27
(q, J = 7.2 Hz, 1 H; Ala-CH), 3.77 (d, J = 5.9 Hz, 1 H; Val-CH), 2.88 (dd,
J = 16.8, 6.7 Hz, 1 H; Glu-CH2), 2.79 (dd, J = 16.8, 5.8 Hz, 1 H; Glu-
CH2), 1.96 (m, 3 H; Val-CH(CH3)2 and Glu-CH2), 1.37 (s, 9 H; (CH3)3),
1.30 (d, J = 7.2 Hz, 3 H; Ala-CH3), 0.86 (d, J = 6.8 Hz, 3 H; Val-CH3),
0.82 ppm (d, 3 H, J = 6.8 Hz; Val-CH3) ; 13C NMR (CDCl3/CD3OD 1:1):
d= 177.2, 174.5, 172.5, 171.8, 158.1, 136.7, 129.9, 129.7, 129.5, 81.7,
68.3, 61.9, 51.2, 50.4, 49.9, 36.6, 30.9, 29.1, 20.2, 19.0, 18.6 ppm; MS
(ESI): m/z calcd for C25H38N4NaO7: 529.27 [M+Na]+ ; found 529.35;
elemental analysis calcd (%) for C25H38O7N4: C 59.27, H 7.56, N
11.06; found C 59.29, H 7.68, N 10.89; HPLC retention time =
12.8 min (solvent system I).


N-tert-Butoxycarbonyl-l-phenylalanyl-(O-dodecyl-l-glutamyl)-l-
alanylamide (4 d): Transesterification of 4 a to 4 d was carried out
by the method of Mori et al.[32]


Compound 4 a (100 mg) and NaCN (35 mg) were dissolved in
DMSO (20 mL). Dodecan-1-ol (200 mg) was added, and stirring was
continued for 48 h at room temperature. The reaction mixture was
diluted with ethyl acetate and washed with sat. NaHCO3 and then
with water. The organic layer was dried over Na2SO4 and evaporat-
ed. Analysis of peak forms in HPLC point to up to 50 % racemiza-
tion under the reaction conditions.


Chromatography (silica gel, ethyl acetate; Rf = 0.34) afforded 4 d
(40 mg, 35.0 %) as a waxy solid. 1H NMR (CDCl3): d= 7.11–7.30 (m,
5 H; Bn), 5.40 (br, 1 H; NH), 5.34 (br, 1 H; NH), 5.28 (br, 2 H; NH), 5.00
(d, J = 7.3 Hz, 1 H; NH), 4.91 (s, 2 H; CH2), 3.92–4.16 (m, 3 H; Glu-CH,
Ala-CH, Phe-CH), 3.08 (dd, J = 14.1, 4.9 Hz, 1 H; Glu-CH2), 2.87 (dd,
J = 14.1, 8.4 Hz, 1 H; Glu-CH2), 2.41 (m, 2 H; alkyl-CH2), 2.28 (m, 2 H;
alkyl-CH2), 2.05 (m, 1 H; Glu-CH2), 1.95 (m, 1 H; Glu-CH2), 1.86 (m,
2 H; alkyl-CH2), 1.31–1.34 (m, 12 H; Ala-CH3, (CH3)3), 1.19 (m, 16 H;
alkyl-CH2), 0.81 ppm (t, J = 6.8 Hz, 3 H; alkyl-CH3); 13C NMR (CDCl3):
d= 175.1, 173.4, 171.7, 170.6, 154.4, 135.6, 129.2, 129.0, 127.5, 81.3,
65.6, 57.2, 49.2, 49.1, 33.9, 31.9, 29.3–29.7, 28.5, 28.2–28.3, 26.0,
25.5, 24.9, 22.8, 17.8, 14.1 ppm; MS (ESI): m/z calcd for
C34H56N4NaO7: 655.40 [M+Na]+ ; found 655.40; HPLC retention
time = 17.2 min (solvent system I).


Cleavage of H-Gln-Phe-Phe-Gly-Leu-Met-NH2 (4 e): Peptide 4 e
turned out to be stable for 4 h under the cleavage conditions (re-
tention time 10.81 min, solvent system III), but after 24 h only
40 mol % were detectable. About 25 mol % of the N-terminal pyro-


glutamate-containing product could be detected (retention times
12.12 and 12.87 min; solvent system III).


N-tert-Butoxycarbonyl-l-phenylalanyl-(O-methyl-l-glutamyl)-l-
alanylamide (5 a): Transesterification of 4 a to 5 a was carried out
by the method of Giannis et al.[25] Chromatography (silica gel, ethyl
acetate/methanol 10:1) gave 5 a (51.2 mg, 76.0 % yield). M.p.
174 8C; 1H NMR (CD3OD): d= 7.10–7.19 (m, 5 H; Ar), 4.18–4.28 (m,
3 H; Phe-CH, Glu-CH, Ala-CH), 3.02 (dd, J = 13.9, 5.3 Hz, 1 H; Bn-
CH2), 3.57 (s, 3 H; Glu-OMe), 2.76 (dd, J = 13.9, 9.2 Hz, 1 H; Bn-CH2),
2.32 (m, 2 H; Glu-CH2), 2.03 (m, 1 H; Glu-CH2), 1.86 (m, 1 H; Glu-CH2),
1.27–1.29 ppm (m, 12 H; Boc-(CH3)3, Ala-CH3) ; 13C NMR (CD3OD): d=
176.0, 173.7, 173.3, 171.6, 155.4, 133.0, 128.9, 128.2, 126.3, 79.4,
56.2, 52.7, 50.8, 48.8, 37.3 (CH2), 29.5 (CH2), 27.2, 26.6 (CH2)
16.8 ppm; MS (ESI): m/z calcd for C23H34N4NaO7: 501.23 [M+Na]+ ;
found 501.20; HPLC retention time = 11.9 min (solvent system I).


N-tert-Butoxycarbonyl-l-valinyl-(O-methyl-l-glutamyl)-l-alanyla-
mide (5 b): Chromatography (silica gel, ethyl acetate/methanol
10:1) gave 5 b (51.2 mg, 12.0 % yield). M.p. 207 8C ; 1H NMR (CDCl3/
CD3OD 1:1): d= 4.22 (q, J = 7.2 Hz, 1 H; Ala-CH), 3.71 (d, J = 6.2 Hz,
1 H; Val-CH), 3.56 (s, 3 H; OCH3), 2.33 (m, 1 H; Val-CH(CH3)2), 2.02 (m,
2 H; Glu-CH2), 1.88 (m, 2 H; Glu-CH2), 1.33 (s, 9 H; (CH3)3), 1.27 (d, J =
7.3 Hz, 3 H; Ala-CH3), 0.84 (d, J = 6.8 Hz, 3 H; Val-CH3), 0.81 ppm (d,
J = 6.8 Hz, 3 H; Val-CH3) ; 13C NMR (CDCl3/CD3OD 1:1): d= 177.3,
175.5, 175.0, 172.9, 158.3, 81.4, 62.2, 54.5, 52.9, 50.3, 31.8, 31.3,
27.7, 20.1 19.0, 18.6 ppm; MS (ESI): m/z calcd for C19H34N4NaO7:
453.24 [M+Na]+ ; found 453.27; HPLC retention time = 10.9 min
(solvent system I).


Pyroglutamylalaninamide (7 a/b) obtained under affinity cleav-
age conditions : Chromatography (silica gel, ethyl acetate/methan-
ol 1:2) afforded 7 a/b as a colourless oil (33.8 mg, 17.3 % yield);
mixture of two stereoisomers, ratio 1:1. 1H NMR (CDCl3/CD3OD 1:1):
d= 4.27 (2 � q, J = 7.2 Hz, 1 H; Ala-CH), 4.13 (m, 1 H; Pyroglu-CH),
2.34 (m, 1 H; CH2), 2.21 (m, 1 H; Glu-CH2), 2.00 (m, 1 H; CH2),
1.29 ppm (d, J = 7.2 Hz, 3 H; Ala-CH3) ; 13C NMR (CDCl3/CD3OD 1:1):
d= 181.6, 181.5, 177.4, 174.6, 174.6, 58.0, 50.1, 30.5, 30.5, 26.5, 26.5,
18.3 ppm; MS (ESI): m/z calcd for C8H13N3NaO3 : 222.06 [M+Na]+ ;
found 222.05; HPLC retention time = 3.9 min.


Enantiomeric pure sample of (7 a/b), l form : Chromatography
(silica gel, acetone/water 1:1) afforded 7 a/b (242.7 mg, 81.3 %);
m.p. 163 8C ; 1H NMR (CDCl3/CD3OD 1:1): d= 4.37 (q, J = 7.2 Hz, 1 H;
Ala-CH), 4.21 (dd, J = 8.4, 5.0 Hz, 1 H; Pyroglu-CH), 2.42 (m, 1 H;
CH2), 2.28 (m, 2 H; CH2), 2.11 (m, 1 H; CH2), 1.37 ppm (d, 3 H, J =
7.2 Hz; Ala-CH3) ; 13C NMR (CDCl3/CD3OD 1:1): d= 181.6, 177.4,
174.6, 58.0, 50.1, 30.5, 26.5, 18.3 ppm; MS (ESI): m/z calcd for
C8H13N3NaO3 : 222.06 [M+Na]+ ; found 222.05; HPLC retention
time = 3.3 min (solvent system I).


Pyroglu-Val-Glu-Asp-Gln-Lys-Glu-Glu-OH (7 c): MS (ESI): m/z calcd
for C40H63N10O19: 987.42 [M+H]+ ; found 987.4; HPLC retention
time = 10.9 min (solvent system II).


N-tert-Butoxycarbonyl-l-phenylalanine methyl ester (8 a): Com-
pound 8 a is commercially available from Bachem (Bubendorf, Swit-
zerland); HPLC retention time = 13.3 min (solvent system I).


N-tert-Butoxycarbonyl-l-valine methyl ester (8 b): Chromatogra-
phy (silica gel, ethyl acetate/methanol 1:1) gave 8 b as a colourless
oil (27.7 mg, 12.1 % yield). 1H NMR (CDCl3): d= 4.94 (br m, 1 H; NH),
4.15 (dd, J = 8 Hz, 4.4 Hz, 1 H; Val-CH), 3.66 (s, 3 H; OCH3), 2.04 (m,
1 H; CH(CH3)2), 1.38 (s, 9 H; (CH3)3), 0.89 (d, J = 6.8 Hz, 3 H; Val-CH3),
0.82 ppm (d, J = 6.9 Hz, 3 H; Val-CH3) ; 13C NMR (CDCl3): d= 172.9,
155.7, 79.8, 58.6, 52.0, 31.9, 28.3, 19.0, 17.7 ppm; MS (ESI): m/z
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calcd for C11H21NNaO4 : 254.15 [M+Na]+ ; found 254.09; HPLC reten-
tion time = 12.6 min (solvent system I).


N-tert-Butoxycarbonyl-l-phenylalaninyl-l-glutamyl-l-alanylamide
(9 a): Compound 9 a was obtained on cleavage of 4 a. MS (ESI):
m/z calcd for C22H32N4O7Na: 487.22 [M+Na]+ ; found 487.21; HPLC
retention time = 13.9 min (solvent system I).


N-tert-Butoxycarbonyl-l-valinyl-l-glutamyl-l-alanylamide (9 b):
Compound 4 b (200 mg, 0.395 mmol) was dissolved in argon-satu-
rated methanol (50 mL), and palladium on charcoal (10 %, 50 mg)
was added. The solution was stirred for 18 h under a hydrogen
atmosphere and was then filtered and evaporated under reduced
pressure.


Chromatography (silica gel, dichloromethane/methanol 3:1 + 0.1 %
HOAc) afforded 9 b (132,1 mg, 89.3 % yield); m.p. 184 8C; 1H NMR
(CD3OD): d= 4.28 (dd, J = 8.2, 5.3 Hz, 1 H; Glu-CH), 4.23 (q, J =
7.2 Hz, 1 H; Ala-CH), 3.74 (d, J = 6.6 Hz, 1 H; Val-CH), 2.33 (m, 1 H;
Val-CH(CH3)2)), 1.87–2.02 (m, 4 H; Glu-CH2), 1.36 (s, 9 H; (CH3)3), 1.28
(d, J = 7.3 Hz, 3 H; Ala-CH3), 0.86 (d, J = 6.8 Hz, 3 H; Val-CH3),
0.82 ppm (d, J = 6.8 Hz, 3 H; Val-CH3) ; 13C NMR (CD3OD): d= 177.5,
176.8, 175.5, 173.2, 158.3, 80.9, 62.1, 54.3, 50.3, 49.0, 31.1, 30.7,
28.7, 19.7, 18.6, 18.2 ppm; MS (ESI): m/z calcd for C32H44N4NaO7:
439.23 [M+Na]+ ; found 439.16; HPLC retention time = 8.7 min (sol-
vent system III).
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Synthesis, Inhibition Properties, and Theoretical
Study of the New Nanomolar Trehalase
Inhibitor 1-Thiatrehazolin: Towards a Structural
Understanding of Trehazolin Inhibition
Jose Luis Chiara,* Isabel Storch de Gracia, �ngela Garc�a, �gatha Bastida,
Sof�a Bobo, and Mar�a D. Mart�n-Ortega[a]


Introduction


a,a-Trehalose (1) is a non-reducing disaccharide
formed by two molecules of a,a-1,1-linked d-glucose


and widespread through-
out a large variety of or-
ganisms including bacte-
ria, yeast, fungi, insects,
nematodes, and plants. In
bacteria, fungi, insects,
and nematodes it serves
as source of energy and


carbon, while in yeast and plants it might also have a
signaling function.[1] In addition, trehalose has been
shown to play a protecting role against different
stress conditions. Trehalase (EC 3.2.1.28) is a very spe-
cific enzyme that hydrolyzes trehalose to two glucose
units, an essential process in the life functions of vari-
ous organisms, in particular in fungi, insects, and nematodes.
Accordingly, trehalase inhibitors are of potential interest for
crop protection. Several trehalase inhibitors have been isolated
from natural sources, including deoxynojirimycin (2),[2] valida-
mycins (3),[3] validoxylamines (4),[4] trehazolin (5),[5] salbostatin
(6),[6] and calystegin B4 (7).[7] Among these natural inhibitors,
trehazolin is the most potent and specific. It has a unique
pseudodisaccharide structure consisting of an a-d-glucopyra-
nose moiety bonded to an aminocyclopentitol (trehazolamine,
8) through a fused 2-aminooxazoline ring. The chemistry and
biochemistry of 5 have been thoroughly investigated.[8, 9] Inhi-
bition of trehalases by trehazolin is of the reversible, competi-
tive type with respect to trehalose.[10, 11] Trehalases are inverting
glycosidases; this suggests the presence of a catalytic acid
group, together with a nucleophilic water molecule, in the
active site of the enzyme.[12] Kinetic studies performed with
porcine kidney trehalase in the presence of two types of com-
petitive inhibitors[13] support the earlier hypothesis[14] that the


active center of the enzyme may comprise two subsites, one
for catalysis and one for recognition, acting separately on each
glucose unit of trehalose. This conclusion could probably be
extended to other trehalases. Although there is no structural
information on any enzyme–inhibitor complex for 5 yet availa-
ble, the cyclitol moiety seems to mimic the transition state
leading to the high-energy glucopyranosyl intermediate in-
volved in the enzymatic hydrolysis reaction. It has been pro-
posed[8] that the anomeric nitrogen of 5 interacts with the cat-
alytic acid group, while the nitrogen or the oxygen atom of
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A new trehazolin analogue, 1-thiatrehazolin, has been synthe-
sized from carbohydrate precursors by a highly efficient route
based on our previously developed ketone/oxime ether reductive
carbocyclization reaction for the construction of the cyclitol ring
and an intramolecular nucleophilic displacement reaction for the


construction of the thiazoline ring. 1-Thiatrehazolin is a very
potent, slow, tight-binding trehalase inhibitor. A structural model
for trehalase inhibition by trehazolin and its analogues, based on
the experimental results and supported by theoretical calcula-
tions, is proposed.
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the oxazoline ring acts as a surrogate for the nucleophilic
water molecule. Extensive structure–activity relationship stud-
ies have shown that the inhibitory potency is highly sensitive
to subtle structural modifications at the pyranose or cyclopen-
titol moieties.[8] Only the 5a’-carba-analogue 9[15] conserves the
nanomolar inhibitory activity of the parent compound against
trehalases, while also possessing higher chemical stability. Very
little is known, however, about the effect of structural modifi-
cations at the oxazoline ring. The only analogue of this type
described is compound 10,[16] which contains an imidazoline
ring, but also has two other concomitant structural modifica-
tions: a 5a-carbaglucose—to confer stability towards hydrolytic
cleavage without compromising activity—and a 4-de(hydroxy-
methyl)cyclitol moiety, a modification that has been shown[17]


to lower the inhibitory activity by 100 times with respect to
parent 5. Since compound 10 is 1000 times less potent than
trehazolin against silkworm trehalase, it can be concluded
from the above that the oxazoline to imidazoline modification
is clearly deleterious to inhibitory activity, by roughly an order
of magnitude. With this in mind, we decided to prepare the
corresponding thiazoline analogue 11 and to assay its inhibito-
ry activity against trehalase.


Results


Synthesis of 11


For the preparation of 11, we relied on earlier synthetic work
developed by our group en route to 5. We have previously de-
scribed two different synthetic approaches to 5 from readily
available carbohydrate precursors, based on a reductive carbo-
cyclization reaction promoted by samarium diiodide as a key
step. In the first approach,[18] a highly efficient two-step, one-
pot oxidation-reductive coupling sequence[19] served to trans-
form the 1,5-diol 12, derived from d-glucose, into a 1:1 mixture
of carbocyclic cis-diols 13, from which trehazolamine (8) and
then the final target 5 were readily prepared by simple syn-
thetic manipulations (Scheme 1 a). A second and more efficient
route[20] (Scheme 1 b) was developed later, and utilized a car-


bonyl-oxime ether reductive carbocyclization with subsequent
N�O reductive cleavage, a highly efficient one-pot sequence
first described by our group in 1995.[21] Thus, treatment of
keto-oxime 14, readily available from d-mannose,[20] with an
excess of samarium diiodide (>4 equiv) promoted a very high
yielding tandem process that consisted of a completely stereo-
selective reductive carbocyclization followed by the in situ
N�O reductive cleavage of the resultant carbocyclic hydroxyl-
amine, triggered upon addition of water to the reaction mix-
ture containing excess SmI2. Subsequent addition of LiOH pro-
duced the in situ hydrolysis of the ester group to afford amino-
cyclopentitol 15 as a single diastereoisomer in an almost quan-
titative overall yield.[20] The high efficiency and complete dia-
stereoselectivity of this tandem process is quite remarkable
and underscores the utility and mildness of samarium diiodide
in the promotion of selective transformations on highly func-
tionalized substrates. The synthesis of 5 was completed via an
intermediate urea derivative of 15, from which the oxazoline
ring was constructed through an intramolecular SN2 reaction
that also served to adjust the final stereochemistry of the car-
bocycle.


Thiazoline analogue 11 was readily prepared from aminocy-
clopentitol 15[20] as follows (Scheme 2). Treatment of 15 with
a-d-glucosyl isothiocyanate 16[22] afforded thiourea 17[20] in an
almost quantitative yield. Treatment of 17 with triflic anhydride
and pyridine under our previously optimized conditions[20] pro-
duced a smooth cyclization to afford the 2-aminothiazoline 18
in very good yield with concomitant inversion of stereochemis-
try at the center bearing the secondary hydroxy group through
the intramolecular SN2 displacement of a transient triflate by
the vicinal thiocarbonyl group. Complete deprotection of 18
finally afforded our target 1-thiatrehazolin (11).


Enzymatic studies


Analogue 11 was tested as inhibitor against commercially
available porcine kidney trehalase and its activity was com-
pared to that of synthetic 5[20] measured under identical exper-
imental conditions (Table 1). Compound 11 is a nanomolar in-


Scheme 1. Our two former synthetic approaches to trehazoline (5) from carbohydrate precursors with a ketyl radical reductive carbocyclization reaction as a key
step.
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hibitor of this enzyme, although with an IC50 value approxi-
mately five times higher than that of parent 5. Like 5,[10] 11
also presents a slow inhibition onset, its activity increasing
upon preincubation with the enzyme (see Table 1). Slow bind-
ing is a widespread phenomenon among potent enzyme in-
hibitors, the inhibition process occurring over a period of mi-
nutes and not at diffusion-controlled rates.[23] In the case of 11,
inhibition reaches a maximum within 30 min, while potentia-
tion proceeds over up to 6 h in the case of 5.[10] In order to
test the reversibility of the inhibition, trehalase preincubated
with 11 at 37 8C for 30 min was dialyzed at 4 8C against sodium
citrate/Na2HPO4 buffer (pH 6.2). Dialysis gradually restored tre-
halase activity, the percentages of regained activity with re-
spect to a control experiment in the absence of inhibitor being
65 and 100 % after 3 and 18 h, respectively. Recovery has been
reported to proceed much more slowly in the case of 5,[10]


taking 48 h of dialysis at 4 8C to restore only 24 % of the initial
activity observed without inhibitor. Lineweaver–Burk plots
(Figure 1) show that, as reported for natural 5,[11] 11 inhibits
porcine trehalase competitively with respect to trehalose. From
Dixon plots, Ki values were obtained for 11 and for synthetic 5
(Table 1).


Discussion


According to our kinetic studies, 1-thiatrehazolin (11) can be
classified as a slow, tight-binding, competitive trehalase inhibi-
tor, similar to its parent compound 5. This kind of inhibition is
usually indicative of (reversible) covalent attachment of the in-


hibitor to the enzyme or of a conformational transition of the
enzyme between two states that bind the inhibitor with differ-
ent affinities,[23, 24] although recent studies indicate that it could
also be a consequence of relatively slow on- and off-binding
rates between enzyme and inhibitor.[25] The aminooxazo(thia-
zo)line moiety is a potential electrophilic locus (at C-2) for co-
valent attachment of an active site nucleophile. However, ki-
netic studies with silkworm trehalase seem to rule out such a
possibility for 5.[10] Our observation that analogue 11 is also a
slow, tight-binding inhibitor supports this conclusion, since the
introduction of the isosteric �S� group would be expected to
result in a substantial reduction of the net positive charge at
C-2 (see below), lessening its electrophilic character significant-
ly.[26] The 2-aminooxazo(thiazo)line moiety, however, is perfectly
suited to form a bidentate complex with the active site carbox-
ylic acid, as shown in Figure 2 (or a salt bridge after net proton
transfer from the catalytic acid to the heterocycle). Such a
complex would be expected to be stronger for 5 than for its
thiazoline analogue 11, as shown by DFT B3LYP/6-311 + G(d,p)
quantum mechanical calculations performed on a simple
model for this interaction in the gas phase. In this theoretical
study, we have used acetic acid to represent the enzyme cata-


Scheme 2. Synthesis of 1-thiatrehazolin (11) from aminocyclopentitol 15. a) THF, RT, 96 %; b) Tf2O, Py, CH2Cl2, �40 8C to RT, 93 %; c) cat. pTsOH, CH2Cl2/MeOH, RT,
89 %; d) Na, NH3/THF, �35 8C, quant.


Table 1. Inhibitory activity against porcine trehalase (measured at 37 8C at
pH 6.2) and pKa values measured for synthetic 5 and 11.


Compound IC50 [nm][a] KI [nm] pKa
[b]


5 15.5[c] (5.1) 2.1[d] 6.3[e]


11 83.0 (20.0) 30.4 5.8


[a] In brackets, the value measured after 30 min of preincubation of the
inhibitor with the enzyme at 37 8C. [b] Measured by 1H NMR titration in
D2O at 25 8C. [c] Reported for natural 5 against porcine trehalase: IC50 =


16 nm (ref. [10]), 19 nm (ref. [11]). [d] Reported for natural 5 against silk-
worm trehalase: Ki = 10 nm (ref. [10]). [e] Ref. [5b].


Figure 1. Lineweaver–Burk plots of commercial pig kidney trehalase activities
in the presence of 11. Concentrations of 11 were 0 mm (*), 7 mm (*), 12 mm


(!), and 25 mm (!).
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lytic acid group and 2-(methylamino)oxazoline or -thiazoline as
models for 5 or 11, respectively. For the theoretical study we
considered only the 2-(methylamino)-tautomer of the hetero-
cycles, since previous calculations[26, 27] at various levels of
theory have shown that 2-aminooxazo(thiazo)line is more
stable than the alternative 2-iminooxazo(thiazo)lidine tautomer
by about 2 kcal mol�1. To simplify the analysis, we neglected
the Z/E isomerization of the methylamino group, and only the
Z isomer was included in the calculations. The optimized geo-
metries of the complexes at this level of theory show that 2-
(methylamino)oxazoline forms a tighter complex than 2-(meth-
ylamino)thiazoline with acetic acid, as revealed by the smaller
d1 + d2 sum of H-bond distances calculated for the former
(Table 2). Accordingly, the enthalpies, free energies, and equili-


brium constants calculated for the complexation reaction in
the gas phase reveal that the oxazoline derivative forms the
more stable complex (Table 2). No net proton transfer from
acetic acid to the heterocycle with formation of a salt bridge is
predicted at this level of theory in the gas phase. Our theoreti-
cal results for this model interaction parallel the experimentally
measured pKa values for 5 and 11 (see Table 1) and those re-
ported[28] for 2-aminooxazoline (pKa = 9.37) and 2-aminothiazo-
line (pKa = 8.70). The calculated equilibrium constant (Kd) for


the dissociation of the oxazoline complex in the gas phase is
about an order of magnitude lower than that of the thiazoline
complex (see Table 2), in close parallel to the corresponding Ki


values measured for 5 and its thio analogue 11. This is what
could be expected if this single interaction were the main
energy component responsible for the difference between the
complexation reactions of each inhibitor with trehalase. Recent
studies[29] on the trehalase inhibitory activity of a series of
simple 2-(arylamino)oxazoline and -thiazoline derivatives have
shown that the oxazoline compounds have IC50 values that are
approximately an order of magnitude lower than those of their
corresponding thiazoline analogues, as we have observed for 5
and 11, a result that can also be explained on the basis of our
complexation model. Also in favor of this model is the obser-
vation that the oxazoline to imidazoline modification has a del-
eterious effect on inhibition, as seen for analogue 10.[16] A 2-
aminoimidazoline analogue would be expected to have a
higher pKa value than 5 and hence to be fully protonated at
the pH of the enzyme assay and therefore unable to interact
efficiently with the catalytic acid group. Ando’s observation[10]


that trehazolin is a slightly worse inhibitor of silkworm treha-
lase at lower pH (IC50 = 27 nm at pH 6.2; IC50 = 52 nm at pH 5.4)
also supports our proposal that the neutral molecule is the
active form of the inhibitor.


For a more in-depth understanding of the possible differen-
tial binding interactions of inhibitors 5 and 11 with trehalase,
we have also compared the calculated atomic charge distribu-
tions of the two model heterocycles. NBO population analy-
sis[30] shows two major differences in the electronic charge dis-
tributions in the iso(thio)urea regions of 2-(methylamino)oxa-


zoline and 2-(methylamino)thia-
zoline (Table 3). Firstly, as ad-
vanced above, the C-2 atom
carries a lower positive charge in
the thio derivative. Secondly,
while the oxygen atom is highly
negatively charged, the electro-
positive sulfur atom carries a
positive charge. The fact that
inhibition of trehalase is only
slightly affected by changing X
from oxygen to sulfur, in spite of
their very different atomic charg-
es and van der Waals radii, sup-
ports the conclusion that X is
probably not directly involved in
significant interactions with resi-
dues in the catalytic site of the
enzyme.


Figure 2. Proposed model for the complex of inhibitors 5 (X = O) and 11 (X = S)
with trehalase.


Table 2. Computed hydrogen bond distances, energies, enthalpies, free energies, and dissociation equilibrium
constants for the model complexation reaction of acetic acid with 2-(methylamino)oxazoline and 2-(methylamino)-
thiazoline at the B3LYP/6-311 + G(d,p) level in the gas phase (at 298.15 K).


X d1 d2 DE[a] DH8 DG8 Kd
[b]


[�] [�] [kcal mol�1] [kcal mol�1] [kcal mol�1]


O 1.882 1.628 �17.45 �16.38 �6.00 3.97 � 10�5


S 1.876 1.651 �16.59 �15.52 �4.92 2.46 � 10�4


[a] At 0 K. [b] The equilibrium constant for the dissociation process was computed from the �DG8 values
(reverse reaction) by use of the equation: Kd = exp [�(�DG8)/RT] .


Table 3. B3LYP/6-311 + G(d,p) natural atomic charges calculated for 2-
(methylamino)oxazoline (X = O) and 2-(methylamino)thiazoline (X = S) (see
Table 2 for atom numbering).


X X-1 C-2 N-3 N-6


O �0.574 0.727 �0.596 �0.641
S 0.163 0.328 �0.564 �0.643
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Conclusion


In summary, we have synthesized a new trehazolin analogue,
1-thiatrehazolin, by a very efficient route that features a highly
stereoselective reductive tandem process promoted by samari-
um diiodide for the construction of the cyclitol moiety and a
mild and high-yielding intramolecular nucleophilic displace-
ment reaction for the construction of the thiazoline ring. 1-
Thiatrehazolin is a nanomolar, slow, tight-binding inhibitor of
porcine trehalase. From our experimental results and those
reported in the literature for related compounds, a structural
model for the inhibition of trehalase by trehazolin and its
analogues has been proposed, supported by theoretical
calculations.


Experimental Section


Thiourea 17: A solution of 16[22] (227 mg, 0.39 mmol) in THF (4 mL)
was added dropwise to a solution of 15 (121 mg, 0.39 mmol) in
THF (6 mL). After the system had been stirred for 4 h at 30 8C, the
solvent was removed at reduced pressure and the crude product
was purified by flash chromatography (EtOAc/hexane 1:2) to afford
17 (334 mg, 96 %) as a white solid. Rf = 0.42 (EtOAc/hexane 1:1);
m.p. 81–82 8C; [a]22


D =++ 149.1 (c = 0.9 in CHCl3) ; 1H NMR (300 MHz,
CDCl3, 25 8C, TMS): d= 7.48 (d, 3J(H,H) = 6.0 Hz, 1 H), 7.40–7.23 (m,
22 H), 7.14–7.11 (m, 2 H), 6.65 (d, 3J(H,H) = 1.6 Hz, 1 H), 5.17 (dd,
3J(H,H) = 4.8, 1.7 Hz, 1 H), 5.08 (s, 1 H), 4.90 (d, 3J(H,H) = 11.0 Hz, 1 H),
4.85–4.77 (m, 3 H), 4.64 (s, 2 H), 4.58 (d, 3J(H,H) = 11.6 Hz, 1 H), 4.58
(d, 3J(H,H) = 11.6 Hz, 1 H), 4.53 (dd, 3J(H,H) = 9.9, 6.0 Hz, 1 H), 4.45 (d,
3J(H,H) = 11.6 Hz, 1 H), 4.45 (d, 3J(H,H) = 11.6 Hz, 1 H), 4.16 (td,
3J(H,H) = 10.4, 4.4 Hz, 1 H), 4.03 (s, 1 H), 3.85–3.67 (m, 4 H), 3.66 (s,
2 H), 3.58 (dd, 3J(H,H) = 10.4, 1.9 Hz, 1 H), 3.53–3.44 (m, 2 H), 2.67 (d,
3J(H,H) = 10.7 Hz, 1 H), 1.70 (s, 1 H), 1.41 (s, 3 H), 1.22 ppm (s, 3 H);
13C NMR (75 MHz, CDCl3, 25 8C, TMS): d= 186.0, 138.1, 137.7, 137.3,
137.2, 136.7, 128.6–127.7 (25 C), 99.3, 81.7, 81.3, 79.8, 77.5, 77.3,
77.0, 76.4, 76.1, 75.9, 75.0, 73.4, 72.3, 72.1, 71.0, 70.8, 68.2, 64.5,
26.3, 22.3 ppm; IR (KBr): ñ= 3400, 3000, 1545, 1370, 1080,
700 cm�1; elemental analysis calcd (%) for C51H58N2O10S: C 68.74, H
6.56, N 3.14, S 3.60; found: C 68.71, H 6.80, N 3.41, S 3.52.


Aminothiazoline 18 : Pyridine (37 mL, 0.46 mmol) and triflic anhy-
dride (25 mL, 0.15 mmol) were added at �40 8C to a solution of 17
(100 mg, 0.11 mmol) in CH2Cl2 (3 mL). After stirring at this tempera-
ture for 1 h, the mixture was diluted with CH2Cl2 (5 mL), and aque-
ous saturated NaHCO3 was added. The phases were separated and
the aqueous phase was extracted with CH2Cl2 (3 � 5 mL). The com-
bined organic extracts were washed with brine, dried over Na2SO4,
filtered, and concentrated at reduced pressure. The crude product
was purified by flash chromatography (EtOAc/hexane 1:1) to afford
18 (91 mg, 93 %) as a colorless oil. Rf = 0.18 (EtOAc/hexane 1:1);
[a]22


D =++ 95.3 (c = 2.2 in CHCl3) ; 1H NMR (300 MHz, CDCl3, 25 8C,
TMS): d= 7.35–7.23 (m, 23 H), 7.15–7.10 (m, 2 H), 5.35 (m, 1 H), 4.90
(d, 3J(H,H) = 10.8 Hz, 1 H), 4.80 (d, 3J(H,H) = 11.0 Hz, 1 H), 4.77 (d,
3J(H,H) = 11.0 Hz, 1 H), 4.73 (d, 3J(H,H) = 8.7 Hz, 1 H), 4.63 (d,
3J(H,H) = 12.1 Hz, 1 H), 4.59–4.41 (m, 7 H), 4.25 (dd, 3J(H,H) = 8.4,
3.7 Hz, 1 H), 4.19 (d, 3J(H,H) = 12.1 Hz, 1 H), 4.04–3.99 (m, 2 H), 3.82–
3.62 (m, 6 H), 1.42 (s, 3 H), 1.27 ppm (s, 3 H); 13C NMR (75 MHz,
CDCl3, 25 8C, TMS): d= 159.1, 138.6, 138.4, 138.1, 137.4 (2 C), 128.5–
127.6 (25 C), 99.0, 92.3, 85.3, 82.1 (2 C), 80.4, 78.4 (2 C), 77.3, 75.6,
74.9, 73.4, 72.7, 72.4, 70.3, 68.4, 65.1, 56.7, 26.8, 21.6 ppm; elemen-
tal analysis calcd (%) for C51H56N2O9S: C 70.16, H 6.47, N 3.21, S
3.67; found: C 69.98, H 6.61, N 3.14, S 3.51.


Aminothiazoline 19 : pTsOH (24 mg, 0.16 mmol) was added to a
solution of 18 (96 mg, 0.12 mmol) in MeOH/CH2Cl2 (1:1, 8 mL).
After being stirred at RT for 12 h, the mixture was diluted with
CH2Cl2 (15 mL), and aqueous saturated NaHCO3 was added. The
phases were separated, and the aqueous phase was extracted with
CH2Cl2 (3 � 15 mL). The combined organic extracts were washed
with brine, dried over Na2SO4, filtered, and concentrated at re-
duced pressure. The crude product was purified by flash chroma-
tography (EtOAc/hexane 5:1) to afford 19 (81 mg, 89 %) as a color-
less oil. Rf = 0.37 (EtOAc); [a]22


D =++ 83.6 (c = 1.0 in CHCl3) ; 1H NMR
(300 MHz, CDCl3, 25 8C, TMS): d= 7.36–7.12 (m, 25 H), 5.24 (d,
3J(H,H) = 4.1 Hz, 1 H), 4.90 (d, 3J(H,H) = 10.9 Hz, 1 H), 4.79 (d,
3J(H,H) = 11.0 Hz, 1 H), 4.75 (d, 3J(H,H) = 10.2 Hz, 1 H), 4.66–4.57 (m,
5 H), 4.50 (d, 3J(H,H) = 9.4 Hz, 1 H), 4.46 (d, 3J(H,H) = 11.7 Hz, 1 H),
4.14 (d, 3J(H,H) = 7.2 Hz, 1 H), 4.02 (dd, 3J(H,H) = 10.4, 5.7 Hz, 1 H),
3.85–3.62 ppm (m, 9 H); 13C NMR (75 MHz, CDCl3, 25 8C, TMS): d=
162.8, 138.6, 138.2, 138.0, 137.7, 137.3, 128.4- 127.5 (25 C), 90.4,
82.2, 81.8, 81.0, 80.5, 80.3, 78.3, 77.3, 75.5, 74.9, 73.4, 72.7, 72.4,
70.4, 68.5, 64.0, 52.9 ppm.


1-Thiatrehazolin (11): A solution of 19 (98 mg, 0.12 mmol) in THF
(8 mL) was added at �78 8C to a solution of Na (228 mg,
9.91 mmol) in NH3 (20 mL). The reaction mixture was stirred at
�78 8C to �35 8C for 12 h, NH4Cl (263 mg) was added, and the mix-
ture was allowed to warm to RT. The mixture was partitioned be-
tween water (10 mL) and CH2Cl2 (25 mL), the aqueous phase was
washed with CH2Cl2 (2 � 5 mL), and the water was removed at re-
duced pressure. The residue was purified by ion-exchange chroma-
tography on Dowex 50 W-H+ with elution with NH4OH (1 m) to
afford 11 (45 mg, 100 %) as a white solid after lyophilization. Rf =
0.40 (CH3CN/AcOH/H2O 6:1:3) ; [a]22


D =++ 107.2 (c = 0.7 in CH3OH);
1H NMR (400 MHz, D2O, 25 8C, TMS): d= 5.44 (d, 3J(H,H) = 5.2 Hz,
1 H), 4.66 (d, 3J(H,H) = 8.4 Hz, 1 H), 4.12–4.05 (m, 2 H), 3.92–3.89 (m,
1 H), 3.85–3.61 (m, 6 H), 3.57–3.52 (m, 1 H), 3.40 ppm (t, 3J(H,H) =
9.3 Hz, 1 H); 13C NMR (100 MHz, D2O, 25 8C, TMS): d= 161.9, 83.5,
82.5, 81.5, 81.3, 81.2, 73.2, 72.3, 70.0, 69.6, 62.8, 60.7, 54.4 ppm; IR
(KBr): ñ= 3434, 1629, 1033 cm�1; MS (FAB): m/z (%): 383 (100)
[M+H]+ .


Enzyme assays: a,a-Trehalase (EC 3.2.1.28) from porcine kidney
was purchased from Sigma (0.7 U mg�1). The reaction (45 mL total
volume) was started by addition of enzyme (0.7 mU, 5 mL) to
sodium citrate (20 mm)/Na2HPO4 (40 mm) buffer (1:1, pH 6.2) con-
taining bovine serum albumin (0.2 mg mL�1), a,a-trehalose (4, 3, 2,
and 1 mm), and various concentrations of the inhibitor (1-thiatreha-
zolin: 0, 7, 12, and 25 nm ; trehazolin: 0, 0.5, 2.5, and 5 nm). After in-
cubation of the mixture at 37 8C for 40 min, the reaction was
stopped by placing the mixture over boiling water for 3 min. The
reaction mixture was then cooled in ice/water, and denatured pro-
tein was removed by centrifugation at 12 000 rpm for 5 min. The
concentration of d-glucose in the supernatant was determined by
the glucose oxidase–peroxidase method (Glucose Trinder 100, from
Sigma).[31] Lineweaver–Burk analysis of the kinetic data gave Km =
3.7 nm, Vmax = 2.8 mmol min�1 for the enzymatic hydrolysis of treha-
lose without inhibitor and Km = 10.1 nm, Vmax = 4.8 mmol min�1 in
the presence of 11.


For the dialysis experiments, the enzyme and 1-thiatrehazolin (at
two concentrations: 3.5 and 7 nm) were preincubated at 37 8C for
30 min. The reaction mixture was then dialyzed against sodium cit-
rate/Na2HPO4 buffer (pH 6.2) at 4 8C. Trehalase activity was deter-
mined as above after 3 h and 18 h of dialysis.


Theoretical calculations: Ab initio calculations were carried out
with the aid of the Gaussian 98[32] program package at the density
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functional (B3LYP) level of theory with use of the 6-311 + G(d,p)
standard basis set. After geometry optimization, analytical frequen-
cy calculations were carried out to determine the nature of the
stationary points found and to obtain thermochemical properties
by standard procedures.
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Oligonucleotide Bearing Ethylenediamine-
N,N,N’-Triacetates for Gap-Selective DNA
Hydrolysis by Ce4 +/EDTA
Makoto Komiyama,* Hiroyuki Arishima, Masahito Yokoyama,
Yoshihito Kitamura, and Yoji Yamamoto[a]


Introduction


Preparation of man-made restriction enzymes is attracting in-
terest, mainly because their high site-specificity should be
useful for manipulating the huge DNAs of higher animals and
higher plants.[1–7] Several catalysts for DNA hydrolysis have al-
ready been reported.[8–24] The activities of the Ce4+ ion and its
complexes are especially remarkable.[8–19] Furthermore, these
catalysts were covalently attached to oligonucleotides that are
bound to substrate DNA near the target site and serve as se-
quence-recognizing moieties.[25, 26] However, both site selectivi-
ty and scission efficiency, dictated simply by “proximity-effect”,
were not satisfactorily high, and a new strategy would be re-
quired to fulfill both of these requirements.


Recently, it has been shown that the phosphodiester link-
ages in gap sites are preferentially hydrolyzed by a Ce4 +/EDTA
complex (EDTA = ethylenediamine-N,N,N’,N’-tetraacetate).[27–30]


Even though the complex is not covalently bound to any se-
quence-recognizing moiety, the DNA scission selectively occurs
at the gap sites, since the linkages therein are more suscepti-
ble to catalysis by the Ce4 + complex than are those in double-
stranded portions.[31] Furthermore, this gap-selective DNA hy-
drolysis was greatly promoted by introducing monophosphate
groups at the gap sites and recruiting the Ce4+ complex to the
gap site.[32] In this paper, we introduce ethylenediamine-N,N,N’-
triacetate groups to gap sites and promote gap-selective DNA
scission by the Ce4+/EDTA complex. The effects of gap size
and number of ethylenediaminetriacetate groups on site selec-
tivity and reaction rate are systematically studied. Furthermore,
the reaction mechanism is proposed on the basis of the results
obtained with a fluorescent probe.


Results and Discussion


Promotion of gap-selective DNA scission by introducing two
ethylenediamine-N,N,N’-triacetate groups to the gap site


With the use of the oligonucleotides in Figure 1, gap structures
were formed at predetermined positions in DNA substrates. As
can be seen from lane 4 of Figure 2, when DNA(L)-X1 and
DNA(R)-X1 were combined as the additives, a five-base gap was
formed in the middle of 45-mer substrate DNA(S5). The DNA(L)-
X1 is complementary to the 5’-side of DNA(S5) (G1–A20), where-
as DNA(R)-X1 is complementary to A26–C45 of DNA(S5). These
two oligonucleotides bear ethylenediamine-N,N,N’-triacetate
groups on the X residues at the 5’ and the 3’ termini, respec-
tively. Note that X is a thymidine derivative and forms a
Watson–Crick base pair with adenosine in DNA(S5). As the
result, the five-base gap ranged from T21 to T25, and two eth-
ylenediamine-N,N,N’-triacetate groups were placed at the 5’
and 3’ edges of this gap. Under these conditions, the scission
of DNA(S5) (32P-labelled at the 5’ end) by the Ce4 +/EDTA com-
plex (0.5 mm) at pH 7.0 and 37 8C preferentially occurred in the
gap region (the two markers in the gel are 21- and 25-mers of
the corresponding sequences). With two unmodified oligonu-
cleotides combined (DNA(L)-X0/DNA(R)-X0), however, the scission
was only marginal under the same conditions (lane 3). Accord-
ing to quantitative analysis, the scission by DNA(L)-X1/DNA(R)-X1
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With the use of two oligonucleotides bearing ethylenediamine-
N,N,N’-triacetate groups as additives, gap sites were formed at
predetermined sites in substrate DNA. Upon treating these sys-
tems with a Ce4 +/EDTA complex at pH 7.0 and 37 8C, the phos-
phodiester linkages at the gap site were selectively hydrolyzed.
The DNA scission was greatly promoted by the introduction of
ethylenediaminetriacetate groups, and the scission efficiency


increased as the number of these groups increased. Even a one-
base gap was successfully hydrolyzed when three ethylene-
diaminetriacetate groups were placed consecutively at both
edges of the gap, although the scission was minimal in the ab-
sence of these groups. The site-selective scission could be also
achieved at higher temperatures without any significant loss of
site-selectivity.
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was more than fivefold faster than that by DNA(L)-X0/
DNA(R)-X0 (the conversions for the DNA scission be-
tween T21 and T25 are presented in Figure 2 B). By
using a similar two-ethylenediaminetriacetate strat-
egy, a ten-base gap was also selectively hydrolyzed
(lane 5 in Figure 3 A; the gap site is between T21 and
C30 in DNA(S10)). About 15 % of DNA(S10) was hydro-
lyzed at the gap site (see Figure 3 B). Without intro-
duction of these groups, however, the scission was
less efficient (lane 2). Thus, the replacement of con-
ventional T nucleotides in DNA(L)-X0 and DNA(R)-X0


with X residues drastically promotes selective scis-
sion at the gap site. The crucial roles of the ethylene-
diamine-N,N,N’-triacetate groups are evident.


The scission at the one-base gap in DNA(S1) was
also promoted by this strategy, although the scission
was slow (lane 7 in Figure 3). With the use of un-
modified oligonucleotides as the additives, however,
DNA scission was almost completely nil (lane 4).
Thus, the promotion effects by ethylenediamine-
N,N,N’-triacetate groups are also evident here. Even
when only one of the two oligonucleotide additives
bore an ethylenediamine-N,N,N’-triacetate group at
the terminus and the other additive was an unmodi-
fied oligonucleotide, the gap-selective scission was
promoted to some extent (DNA(L)-X0/DNA(R)-X1 and
DNA(L)-X1/DNA(R)-X0 combinations). However, the two-
ethylenediaminetriacetate system (e.g. , DNA(L)-X1/


Figure 1. Sequences of substrate and additive DNAs. The nucleotides at the gap site are indicated by shadowed rectangles. The structures of modified nucleotides X
and Y are also shown.


Figure 2. Gel-electrophoresis patterns for the hydrolysis of DNA(S5) (32P-labelled at the 5’ end)
at five-base gap by combining the Ce4 +/EDTA complex with various modified oligonucleo-
tides. A) Lane 1: Ce4 +/EDTA complex only; lane 2: control without Ce4 +/EDTA ; lane 3: DNA(L)-
X0/DNA(R)-X0 ; lane 4: DNA(L)-X1/DNA(R)-X1; lane 5: DNA(L)-X3/DNA(R)-X3 ; lane 6: DNA(L)-Y1/DNA(R)-
Y1. The five-base gap is formed between the two markers. The structures in lanes 3–6
are depicted schematically on the right-hand side. B) Percentage conversion for the scission
between T21 and T25. Reaction conditions: [DNA(S5)]0 = 1.0 mm, [each of the additive
DNAs]0 = 1.5 mm, [NaCl]0 = 100 mm, and [Ce4 +/EDTA complex] = 0.5 mm at pH 7.0 (10 mm


Hepes buffer) ; 37 8C for 18 h.


ChemBioChem 2005, 6, 192 – 196 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 193


Oligonucleotide for Gap-Selective DNA Hydrolysis



www.chembiochem.org





DNA(R)-X1 combination) is far better with respect to both site
selectivity and scission rate.


DNA scission by Ce4 +/EDTA proceeds completely by hydroly-
sis of the phosphodiester linkages, as confirmed by previous
HPLC analysis that showed that the only reaction products are
oligonucleotides, nucleotides, and nucleosides.[16] No release of
nucleobases from the ribose was detected, although they
would be formed if the reaction were proceeding by oxidative
scission of ribose residues. The hydrolytic character of the scis-
sion by Ce4+ ion (without EDTA) was also confirmed by HPLC
analysis.[13] Furthermore, the scission fragments were suscepti-
ble to various enzymatic reactions (alkaline phosphatase, poly-
nucleotide kinase, and terminal deoxynucleotidyl transferase)
and were transformed to the expected forms.[33] Attempts to
separate the scission fragments in the electrophoresis gels
more explicitly have been unsuccessful, partially because the
products are mixtures of fragments bearing 3’-OH termini or
3’-phosphate termini.


Introduction of more than two ethylenediamine-N,N,N’-tri-
acetate group to the gap site


The gap-selective scission was still more efficient when DNA(L)-
X3 was combined with DNA(R)-X3 and three ethylenediamine-
N,N,N’-triacetate groups were placed at each edge of the five-


base gap (lane 5 in Figure 2 A). This six-ethylenedia-
minetriacetate system was more than ten times more
active for DNA scission than was the DNA(L)-X0/
DNA(R)-X0 combination (see Figure 2 B). The scission-
efficiency of this system is comparable with that of
DNA scission accomplished by using monophos-
phate-bearing oligonucleotides under the same con-
ditions.[32] It is noteworthy that even one-base gaps
were efficiently hydrolyzed when three ethylenedi-
amine-N,N,N’-triacetate groups were bound consecu-
tively to the termini of the additives and six ethylene-
diaminetriacetate groups were introduced to the gap
site (see Figure 4). The scission was also successful
when two ethylenediaminetriacetate groups were
consecutively bound to each of the additives. With-
out the introduction of the ethylenediamine-N,N,N’-
triacetate groups, however, the scission of the one-
base gap by Ce4 +/EDTA was almost nil. This result is
completely consistent with the previous finding.[27]


The significant roles of ethylenediamine-N,N,N’-triace-
tate groups for gap-selective scission have been viv-
idly substantiated again. Some of the present DNA
scissions by Ce4 +/EDTA occurred at the linkages out-
side the gap region. They are probably associated
with the breathing motion near the edges of the
gap. Suppression of this breathing motion by chemi-
cal modification of oligonucleotide additives (e.g. ,
attachment of intercalator) is being attempted.


Site-selective DNA scission at higher temperatures


When necessary, to accelerate the reactions, the site-selective
scissions could be achieved at higher temperatures. The tem-
perature dependency of the reaction rate was significant. For
example, gap-selective hydrolysis by the DNA(L)-X1/DNA(R)-X1


combination was accelerated fivefold when the reaction tem-
perature was increased from 37 8C to 47 8C. The site-selectivity
was kept satisfactorily high. The temperature can be further
elevated as long as it is lower than the melting temperatures of
duplexes between the substrate DNA and the DNA additives.


Figure 3. Effects of gap length on hydrolysis by the Ce4 +/EDTA complex. Lane 1: control
(DNA(S10)/DNA(L)-X0/DNA(R)-X0 in the absence of the Ce4 + complex) ; lane 2: ten-base gap with-
out X (DNA(S10)/DNA(L)-X0/DNA(R)-X0) ; lane 3: five-base gap without X (DNA(S5)/DNA(L)-X0/DNA(R)-
X0) ; lane 4: one-base gap without X (DNA(S1)/DNA(L)-X0/DNA(R)-X0) ; lane 5: ten-base gap with
two X groups (DNA(S10)/DNA(L)-X1/DNA(R)-X1) ; lane 6: five-base gap with two X groups (DNA(S5)/
DNA(L)-X1/DNA(R)-X1) ; lane 7: one-base gap with two X groups (DNA(S1)/DNA(L)-X1/
DNA(R)-X1). Reaction conditions: pH 7.0 and 37 8C for 70 h. B) Percentage conver-
sion for the scission in the corresponding gap region.


Figure 4. Gel-electrophoresis patterns for the hydrolysis of DNA(S1) at a one-
base gap. Lane 1: DNA(L)-X0/DNA(R)-X0 ; lane 2: DNA(L)-X1/DNA(R)-X1; lane 3: DNA(L)-
X3/DNA(R)-X3. The gap position is shown by the marker (21-mer). The reaction
conditions are the same as described in Figure 3.
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Requisites for the site-selective scission of DNA


In the present gap-selective scissions, both the site-selectivity
and the scission-rate were hardly dependent on the sequences
in either the gap region or the double-stranded portion. Ac-
cordingly, the scission site could be freely chosen.


However, DNA scission was only marginal when all the nu-
cleotides in the substrate DNA formed Watson–Crick base pairs
with the two oligonucleotide additives. Even when ethylene-
diaminetriacetate groups were introduced to these nick-sites,
DNA scission was inefficient. Thus, gap structures are essential
for the present site-selective DNA scission. When either DNA(R)-
X1 or DNA(L)-X1 was used alone as the additive (without another
oligonucleotide additive), no selective scission took place. In-
stead, the single-stranded portion in the substrate DNA was
hydrolyzed almost randomly, whereas the double-stranded
portion was kept intact.


Recruitment of Ce4+/EDTA by the ethylenediamine-N,N,N’-
triacetate groups


In order to shed light on the roles of the ethylenediamine-
N,N,N’-triacetate groups in the present gap-selective hydrolysis,
a fluorescein was introduced to a one-base gap by using
DNA(S1)/DNA(R)-FAM/DNA(L)-Xn systems (see Figure 5 A). Even
when DNA(L)-X0 was used as the additive, the fluorescence in-
tensity was decreased about by 40 % upon addition of the
Ce4 +/EDTA complex (see Figure 5 B). Here, the Ce4 + complex is
bound near to the fluorescein due to the interactions with the
phosphodiester linkages of DNA(S1), and quenches the fluores-
cence from the fluorescein. Significantly, quenching of the fluo-
rescence was more efficient when DNA(L)-X1 was used in place
of DNA(L)-X0 and one ethylenediaminetriacetate group was in-
troduced to the gap site. With three ethylenediaminetriacetate
groups (DNA(L)-X3), the quenching by Ce4+/EDTA was still more
efficient, and more than 80 % of the fluorescence was


quenched. Apparently, the Ce4 + complex is accumulated near
the gap site by the ethylenediaminetriacetates of the X resi-
dues. It is noteworthy that the order in the efficiency of DNA
scission (X3>X1>X0) is exactly the same as that in the quench-
ing efficiency (compare Figure 5 B with C). Both analyses were
made under the same conditions ([Ce4+/EDTA] = 0.5 mm at
pH 7.0 and 37 8C).


These arguments are concretely supported by the fact that
the fluorescence from fluorescein is hardly quenched by Ce4 +/
EDTA when the fluorescein is not conjugated to DNA oligo-
mers (see Figure S1 in the Supporting Information). On the
other hand, efficient quenching is accomplished by FAM-
EDTA2, which bears two ethylenediamine-N,N,N’,N’-tetraacetate
groups. In order to quench the fluorescence efficiently, the
Ce4 +/EDTA must be concentrated near the fluorescein. Consis-
tently, the attachment of two glycine groups to fluorescein
(FAM-Gly2), in place of two EDTA groups, hardly affects the
quenching efficiency, as also shown in Figure S1.


Proposed mechanism


The phosphodiester linkages in the gap region are intrinsically
more susceptible to hydrolysis by the Ce4 +/EDTA complex
than are those in double-stranded portions.[27] In the present
strategy, the catalyst for DNA hydrolysis is accumulated in the
vicinity of these linkages by the ethylenediamine-N,N,N’-triace-
tate groups, as clearly evidenced by the fluorescence-quench-
ing experiments described above. As the result, the linkages in
the gap site are still more preferentially hydrolyzed, and the
difference in intrinsic reactivity (the gap site @ the others) has
been further magnified. The structural flexibility of gap sites is
favorable for this catalysis. It is also plausible that the confor-
mation of the DNA substrate is altered upon its binding to the
additives, and this factor contributes to the gap-selective DNA
scission. These arguments are supported by the result in lane 6
of Figure 2, in which all the carboxylate groups in the X resi-


dues of DNA(L)-X1 and DNA(R)-X1 were converted to
their amides (Y residues in Figure 1). With the combi-
nation of these modified oligonucleotides as the
additives, gap-selective scission by Ce4 +/EDTA was
hardly detectable. The carboxylate residues in ethyl-
enediamine-N,N,N’-triacetate groups are necessary
for the present site-selective scission.


Conclusion


By using two oligonucleotide additives that bear
ethylenediamine-N,N,N’-triacetate groups at their ter-
mini, DNA has been selectively hydrolyzed by a Ce4 +


/EDTA complex at a gap site. With an increasing
number of ethylenediaminetriacetate groups intro-
duced, the scission activity increases, since the Ce4 +/
EDTA complex is more efficiently recruited to the
gap site. When three ethylenediaminetriacetate
groups are introduced, the scission efficiency is com-
parable with that accomplished by using monophos-
phate-bearing oligonucleotides.[32] It is expected that


Figure 5. A) Attachment of FAM to a one-base gap as a fluorescent probe for the interac-
tions between Ce4 +/EDTA and X residues. B) The changes in fluorescence intensity upon the
addition of 0.5 mm Ce4 +/EDTA at pH 7.0 and 37 8C. I0 and I are the fluorescence intensity in
the absence and the presence of the complex, respectively. C) The efficiency of DNA scission
by Ce4 +/EDTA at the gap site in the systems used for the fluorescent analysis (reaction
time = 63 h).
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the scission efficiency can be further improved by more precise
design of the linker that connects the ethylenediamine-N,N,N’-
triacetate groups to the oligonucleotides. The positions of
these groups in the oligonucleotide additives should be also
optimized. These attempts are currently under way in our labo-
ratory.


Experimental Section


Materials : The phosphoramidite monomer for the triethyl ester of
X was purchased from Glen Research Co (Virginia, USA). The oligo-
nucleotides, prepared on an automated synthesizer, were treated
with aqueous NaOH solution (or propylamine), and the triethyl
esters in them were converted to X (or Y). All the oligonucleotides
were characterized by MALDI-TOF MS. Water was deionized by the
Millipore water-purification system and sterilized in an autoclave
immediately before use. Commercially obtainable Ce(NH4)2(NO3)6


(from Nakalai Tesque, Inc) and EDTA·4 Na (from Tokyo Kasei Kogyo
Co., Ltd) were used without further purification. Homogeneous
Ce4 +/EDTA complex was prepared immediately before use by
mixing equimolar amounts of Ce(NH4)2(NO3)6 and EDTA (4 Na salt)
in Hepes buffer.


The CPG column for introduction of fluorescein to the 3’ terminus
of the oligonucleotide additives was obtained from Glen Research
Co. FAM-EDTA2 and FAM-Gly2 used to produce Figure S1 were syn-
thesized according to Scheme S1 (see Supporting Information).
The amino acid derivatives were prepared on NovaSynTGR resin
(Novabiochem) by using Fmoc-protected EDTA monomer (synthe-
sized according to Scheme S1 A) or Fmoc-protected Gly monomer,
and then fluorescein was attached to their N termini by treating
the resin with 5(6)-carboxyfluorescein N-succinimidyl ester (see
Scheme S1 B). After deprotection, the products were removed from
the resin, purified by RP-HPLC, and characterized by MALDI-TOF
MS.


MALDI-TOF MS data for newly synthesized oligonucleotides and
fluorescent probes. DNA(L)-Y1 calcd: 6626.5 [M+H]+ , found 6627.7;
DNA(R)-Y1 calcd: 6697.5 [M+H]+ , found 6697.7; FAM-EDTA2 calcd:
1268.4 [M+H]+ , found 1269.1; FAM-Gly2 calcd: 490.1 [M+H]+ ,
found 489.2.


DNA hydrolysis : The hydrolysis of DNA substrate (32P-labelled at
the 5’ end) was initiated by adding the solution of Ce4 +/EDTA com-
plex to reaction mixtures, and carried out at pH 7.0 (10 mm Hepes
buffer) and 37 8C unless noted otherwise; [DNA(S)]0 = 1.0 mm, [each
of oligonucleotide additives]0 = 1.5 mm, and [NaCl]0 = 100 mm. After
a predetermined time, the reactions were stopped by adding
water containing EDTA (10 mm) and inorganic phosphate (70 mm,
in 1/2 volume of the reaction mixture). The reaction mixtures were
then analyzed by denaturing 20 % polyacrylamide gel electropho-
resis, and the scission fragments were quantified with a Fuji Film
FLA-3000G imaging analyzer. The DNA markers of the corres-
ponding sequences were prepared by using a synthesizer and
32P-labeled at the 5’ end.


Spectroscopy : Fluorescence spectra were measured on an FP-750
spectrometer (JASCO). The conditions (pH 7.0 and 37 8C) were ex-
actly the same as those employed for the DNA scission: [DNA(S1)] =
1.2 mm, [DNA(R)-FAM] = 1.0 mm, [DNA(L) additive] = 1.5 mm, [Hepes] =
10 mm, [NaCl] = 100 mm, and [Ce4 +/EDTA] = 0.5 mm, lex = 470 nm
and lem = 520 nm.
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Hoechst 33258 as a pH-Sensitive Probe to
Study the Interaction of Amine Oxide
Surfactants with DNA
Laura Goracci,[a] Raimondo Germani,[a] Gianfranco Savelli,*[a] and
Dario M. Bassani*[b]


Introduction


Amphiphiles interact with macromolecules thorough various
nondirective intermolecular forces, including hydrophobic and
hydrophilic interactions and, in the case of charged species,
electrostatic forces. Such interactions form the basis of numer-
ous applications, ranging from chemistry to material science
and biology.[1, 2] In the case of biopolymers, much work has fo-
cused on the use of DNA/amphiphile systems for the purpose
of efficient transfection processes, and synthetic DNA-delivery
agents are a promising alternative to viral vectors in gene ther-
apy due to the absence of the risks associated with immuno-
genicity and propagation.[3, 4] Additionally, synthetic amphiphil-
ic delivery systems can, in principle, be tailored to suit specific
needs, for example the controlled release of vectored material
upon external stimuli, such as light, heat, or a variation in pH.
In the last case, the interaction between an amphiphile and
DNA is modulated by altering the pH of the surrounding envi-
ronment; this represents a simple approach to the site-direct-
ed release of the transported DNA in specific cell locations
where strong pH gradients are present (e.g. in proximity to the
cell nucleus). In this context, zwitterionic amine oxide surfac-
tants, such as dodecyldimethylamine oxide (DDAO), are inter-
esting given the strong pH-dependence of their interaction
with DNA. In the case of DDAO, the pH-controlled micelle- or
vesicle-induced condensation of DNA has been recently inves-
tigated.[5, 6]


In view of the increased interest in the development of new
synthetic DNA delivery agents, methods capable of rapidly
screening DNA–surfactant interactions are essential for future
progress in this area, and the use of ethidium bromide (EB) as
a fluorescent probe is very common.[7, 8] It is generally assumed
that the association of cationic lipids to the DNA strand indu-
ces a release of bound EB into the aqueous phase, and this
results in a decrease of the observed fluorescence emission.[9]


However, this simple model is only valid over a limited range
of DNA/EB/surfactant ratios,[10] and the interactions between
the intercalated dye and surface-bound surfactants have
proven to be considerably more complicated than what was
initially proposed. Herein, we propose the use of a pH-depend-
ent probe, Hoechst 33258 (HO), to monitor interactions be-
tween DNA and pH-sensitive amine oxide amphiphiles. An ad-
vantage of using a DNA-binding agent with preference for
binding to the exterior of the double helix[11, 12] (in contrast to
intercalating agents such as EB) is that it might be more sensi-
tive to DNA–surfactant interactions. Moreover, HO is a pH-
dependent probe,[13, 14] and should be very useful in detecting
the interaction between DNA and pH-dependent delivery
systems.[15]


In the present study, we compared the behaviour of HO
bound to DNA in the presence of two pH-sensitive surfactants :
DDAO and p-dodecyloxybenzyldimethylamine oxide (pDoAO),
a new amine oxide surfactant possessing an aromatic residue
in the hydrophobic moiety. It has already been shown that
small variation in the surfactant structure can induce signifi-
cant changes in the aggregation properties.[16, 17] In particular, it
was recently observed that modification of the hydrophobic
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The use of Hoechst 33258 (HO) as a fluorescent probe to charac-
terize the interactions between DNA and pH-sensitive amphi-
philes is discussed. In the case of amine oxide amphiphiles
dodecyldimethylamine oxide (DDAO) and p-dodecyloxybenzyldi-
methylamine oxide (pDoAO), the decrease in fluorescence emis-
sion, which signals DNA–amphiphile association, is accompanied
by a large hypsochromic shift in the emission maximum of the
bound probe; this eventually reaches a value characteristic of HO


in a neutral or slightly basic environment. These findings are
compared to results obtained by using the more common ethidi-
um bromide (EB) probe, which shows no such shift. Circular di-
chroism and fluorescence depolarization experiments indicate
that fluorescence emission only occurs from the DNA-bound
probe, and the observed shift in emission maximum when using
HO as a fluorescent probe is due to a variation in the local pH in
the vicinity of the probe.
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moiety, as for pDoAO, induces a great decrease in the critical
micellation concentration (c.m.c.) value with respect to DDAO
(1.6 � 10�5


m vs. 7.4 � 10�4
m, for pDoAO and DDAO, respective-


ly) and allows the formation of aqueous gels at high surfactant
concentration (data not shown). The results obtained for
DDAO and pDoAO are compared to those obtained for a con-
ventional cationic surfactant, cetyltrimethylammonium bro-
mide (CTAB), and when using EB as probe. The findings sup-
port the intriguing possibility that HO can “read” local pH var-
iations in the vicinity of the DNA–solution interface that occur
upon surfactant binding; this is of considerable interest in the
development of pH-sensitive DNA-transport agents. The associ-
ation between the surfactants and DNA was further character-
ized by UV-visible and circular dichroism (CD) studies.


Results


Fluorescence measurements


Interactions between surfactants and DNA have been mainly
studied by using cationic surfactants. In particular, the interac-
tion between cetyltrimethylammonium halides (bromide and
chloride) and DNA has been extensively studied by fluores-
cence spectroscopy with ethidium bromide as probe. In the
presence of increasing amounts of the cationic surfactant


CTAB, the fluorescence intensity of EB or HO bound to dsDNA
decreased as shown in Figure 1. The DNA–CTAB interaction
occurs at low concentrations of surfactant, which is most likely
present in its monomeric form (c.m.c. value in water: 8.0 �
10�4


m).[18] The results obtained when using EB or HO as a
probe are very similar, and support the use of HO as an alter-
native probe to EB. We thus studied the interaction of DNA
with pH-sensitive amine oxide surfactants DDAO and pDoAO
using HO as a probe. In the case of the amine oxide surfac-
tants, the studies were undertaken at two pH values: 7.5 and
5.8. At pH 7.5, DDAO and pDoAO exist mainly in the unproto-
nated, zwitterionic form (pKa�5),[19, 20] and no changes in fluo-
rescence were observed upon addition of DDAO or pDoAO. At
higher concentrations of surfactant (above the c.m.c.), pDoAO
induced a small increase in the fluorescence of the probe
(Figure 2). No quenching of fluorescence by such systems was
observed when using EB as probe (data not shown). Under
acidic conditions (pH 5.8), DDAO and pDoAO are partially pro-
tonated, and, consequently, cationic monomers are present in
solution. Under these conditions, their capability to induce a
decrease in the fluorescence intensity of EB and HO is high,
comparable to that of a conventional cationic surfactant such
as CTAB. The emission spectra of HO–DNA in the presence of
increasing amounts of DDAO or pDoAO at pH 5.8 is shown in
Figure 3. It can be seen that the decrease in fluorescence in-
tensity of HO is accompanied by a hypsochromic shift of the
emission maximum; this is indicative of a change in the imme-
diate environment of the probe. No such shift was observed in
the case of CTAB or when using EB as the fluorescent probe
(data not shown). Moreover, it seems that a concentration of
zwitterionic surfactant above its c.m.c. in water is needed, in
agreement with what was observed by Mel’nikova and Lind-
man in the case of DDAO.[5] The gradual shift of the HO emis-
sion eventually reached a value that is identical to that ob-
served for DNA-bound HO at pH 7.5 at a concentration of


Figure 1. Effect of addition of CTAB on a) DNA-bound EB and b) HO fluorescence emission (expressed in arbitrary units). The correspondent absorption spectra are
reported as insets.
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amine oxide of about 1.2 mm for DDAO and 0.32 mm for
pDoAO (no changes in the bulk pH of the solution were
observed).


Circular dichroism


To unambiguously attribute the observed changes in fluores-
cence intensity of the probe to binding of the surfactant mole-
cules to the DNA strand, the surfactant–DNA systems were in-
vestigated by circular dichroism. CD spectra were registered in
a range of surfactant concentration above and below their
c.m.c. value in water. The CD spectra of dsDNA in the presence


of increasing amounts of DDAO or pDoAO at pH 5.8 are
shown in Figure 4. The presence of surfactant induced a shift
in the maximum of the DNA CD spectra due to structural varia-
tions in the DNA’s double-helix architecture.[21] As could be ex-
pected, the interaction of the pH-sensitive amine oxide surfac-
tants with DNA was dependent on the pH of the solution. As
shown in Figure 5, at pH 7.5 the interactions between DDAO


Figure 2. Fluorescence emission intensity at the maximum of the curve (Imax,
457 nm) for DNA-bound HO against additive concentration for CTAB (&), DDAO
(*) and pDoAO (~) at pH 7.5 in Tris-HCl buffer. The correspondent absorption
spectra for a) DDAO and b) pDoAO are reported as insets.


Figure 3. Effect of the addition of a) DDAO and b) pDoAO on DNA-bound HO fluorescence emission (expressed in arbitrary units) at pH 5.8. The correspondent
absorption spectra for a) DDAO and b) pDoAO are reported as insets.


Figure 4. Effect of the addition of a) DDAO and b) pDoAO on the CT-DNA CD
spectrum in a 50 mm Tris-HCl solution at pH 5.8. The surfactant concentrations
are reported in the legend.
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and pDoAO were suppressed; this is in agreement with the re-
sults from fluorescence experiments. From the data, it is possi-
ble to conclude that a concentration of surfactant higher than
the c.m.c. in water is indeed necessary for interaction with
DNA.


Absorption measurements


The absorption spectra of the probe–DNA complex in the pres-
ence of increasing amounts of surfactant is shown as insets in
Figures 1–3. In the case of CTAB (Figure 1), even at surfactant
concentrations below the c.m.c. , substantial scattering was ob-
served at longer wavelengths. This feature is attributed to the
formation of macroparticles in suspension and is only observed
in the presence of DNA. Moreover, the scattering seems to
appear at a concentration of surfactant equivalent to the con-
centration of the phosphate groups of DNA. The same behav-
iour was observed irrespective of whether HO or EB was used
as the probe and is probably due to precipitation of the DNA–
cationic surfactant complex induced by the neutralization of
the negative charges of DNA. However, because of the very
small absorptivity of EB, a special optical cell (path length =


10 cm) has to be used in order to accurately follow the
changes in the absorption spectrum. In this respect, HO pres-
ents the advantage that its absorption spectrum can be mea-
sured in a conventional 1 cm cuvette, thereby allowing easy
monitoring of any fluctuations in the optical density of the so-
lution. In the case of the amine oxide surfactants considered,
no scattering was observed at neutral pH values (Figure 2), in
agreement with the absence of interaction with DNA. At
pH 5.8 (Figure 3), scattering was observed at concentrations


above 7 � 10�4
m for DDAO and above ~4 � 10�5


m for pDoAO,
whether HO or EB is used.


Discussion


Fluorescence spectroscopy has been recently proposed as a
useful tool for performing a rapid screening of DNA–surfac-
tants interactions. Whereas EB is insensitive to changes in the
pH of the surrounding solution, HO is a pH-sensitive probe
that could be used to monitor pH in the microenvironment of
the DNA strand. However, unlike EB, the association of HO to
dsDNA is known to be dependent on the ratio of probe to
DNA base pairs. At low binding ratios ([HO]/[DNA bp] = 0.1),
HO exclusively binds in the minor groove of the DNA strand,
with a preference for AT-rich regions. At higher probe loadings
(>0.1), a nonspecific, weaker binding mode is observed that
induces a modest increase in fluorescence intensity.


The complex behaviour of the amine oxide surfactants’ inter-
action with DNA is a result of multiple equilibrium processes
that involve both protonation/deprotonation and aggregation.
The interaction between DNA and neutral aggregates of amine
oxide surfactants in the zwitterionic state is negligible, and no
significant variation in the HO fluorescence was observed.
Acidification of the solution results in protonation of the
amine oxide, which induced association to the DNA. Because
the amine oxide functionality is only partially protonated at
pH 5.8, the aggregates that are formed under these conditions
are composed of a mixture of both zwitterionic and protonat-
ed surfactants.[22]


The hypsochromic shift in the emission maximum of HO
upon addition of DDAO or pDoAO that is observed at pH 5.8 is
indicative of a change in the probe’s environment. A shift in
the emission maximum of a fluorescent probe is indicative of a
change in the relative energies of the Frank–Condon states in-
volved in the transition and can be attributed to i) a change in
the local pH or ionic strength in the immediate vicinity of the
probe, ii) a significant structural change in the conformation of
the DNA or iii) association of the probe expelled from the DNA
with surfactant micelles. The first hypothesis is supported by
considering that, both for DDAO and pDoAO, the emission
maximum (lmax) finally coincided with the emission maximum
of HO at neutral or slightly basic pH (Table 1). This implies that
the addition of amine oxide surfactants induces an increase in
the pH in the vicinity of the DNA, in agreement with the for-
mation of aggregates in which only a portion of the surfac-
tants are protonated. The overall effect is thus to increase the


Figure 5. Effect of the addition of a) DDAO and b) pDoAO on the CT-DNA CD
spectrum in a 50 mm Tris-HCl solution at pH 7.5. The surfactant concentrations
are reported in the legend.


Table 1. Emission maximum wavelength (lmax) of DNA-bound EB and HO in
the absence and presence of surfactants.


HO EB
pH 5.8 pH 7.5 pH 5.8 pH 7.5


No Surfactant 480 458 601 607
CTABr (0.94 mm) 458 607
DDAO (1.2 mm) 466 460 601 607
pDoAO (0.32 mm) 469 460 601 607
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local pH due to the presence of unprotonated amine oxide
molecules in the surfactant aggregates.


It is very important to note that the DNA–amine oxides in-
teraction occurred at a concentration of surfactant above a
limit value that is specific for each surfactant and that can be
defined as its critical concentration of aggregation (Ccr).


[5] Such
a value generally differs from the c.m.c. in water; indeed it is
well known that surfactant c.m.c. usually decreases in the pres-
ence of a polymer due to a self-assembly in the polymer vicini-
ty.[23, 24] In any case, the Ccr is always related to the aggregation
properties of the surfactants, as confirmed by results for DDAO
and pDoAO reported here. In fact, the pDoAO c.m.c. in water
is about 40-fold lower than the value for DDAO, and a smaller
amount of pDoAO was necessary to have the same effect as
that with DDAO.


It is reasonable to assume the coexistence of DNA–surfac-
tant complexes and surfactant aggregates in solution. In the
presence of micelles, a portion of the probe could be seques-
trated within the surfactant micelles, thus leading to observa-
tion of fluorescence emission from HO/micelle aggregates. In
fact, enhancements in the fluorescence emission of EB have
been observed upon inclusion into micelles,[25] and similar ef-
fects were observed for HO.[14] As showed in Figure 2, the hyp-
sochromic shift of the fluorescence curves was accompanied
by a small increase in the fluorescence emission so that the hy-
pothesis of an inclusion of the probe into a micellar environ-
ment could be also possible.


Fluorescence depolarization is a technique that is sensitive
to the mobility of the emitting species and has been previous-
ly used to distinguish between EB bound to DNA and EB in-
cluded into lipid liposomes and micelles.[26] Polarization (p) is
defined as the ratio of the linearly polarized component’s in-
tensity divided by the natural light component’s intensity, and
was calculated according to Equation (1):


p ¼ IVV�IVH


IVVþIVH
ð1Þ


The maximum value of polarization that can be observed de-
pends on the relative orientation of the electronic oscillators
involved in the absorption and emission processes and is be-
tween + 0.5�p��0.3 for vertically polarized light and an en-
semble of randomly distributed chromophores.[10] Table 2 pres-
ents the polarization of HO and EB bound to DNA in the pres-
ence of DDAO or pDoAO at pH 5.8, as well as previously re-


ported data on EB bound to plasmid DNA in the absence and
presence of CTAB, even if at a concentration below its c.m.c.
value. No polarization was observed in the absence of DNA;
this indicated that rotational depolarization of the probe in so-
lution is fast. In contrast, binding of the probe to DNA results
in a large increase in the polarization of the fluorescence emis-
sion. As shown in the table, the polarization of EB in the pres-
ence of DNA increases upon addition of CTAB, and this effect
can be related to the more compact structure of the complex
of DNA with the surfactant monomers. In the case of the
amine oxide surfactants, we could expect that addition of
DDAO or pDoAO causes an increase of polarization if the
probe remains associated to DNA, or a decrease in the value of
p if the probe is transferred from DNA to the bulk solution or
into surfactant aggregates. An increase in p is observed upon
addition of surfactants ; this increase is attributed to increased
rigidity of the DNA strand, commonly associated with DNA–
surfactant interactions.[5] These results clearly indicate that the
fluorescence emission observed in the presence of DDAO or
pDoAO arises from probe molecules that are still associated
with the DNA strand. This, in turn, supports the assertion that
the observed shift in the emission of HO in the presence of
DDAO or pDoAO is due to a change in the environment in the
vicinity of the HO–DNA complex and not to expulsion of HO
from the DNA.


Conclusion


The use of minor-groove-binding agents as fluorescent probes
to assess DNA–surfactant interactions presents several advan-
tages over that of intercalating agents, such as EB, which are
buried deep inside the double helix. An expected benefit from
locating the probe in the vicinity of possible locations for asso-
ciation between a surfactant and the DNA is that probe will be
sensitive to variations in the local environment of the DNA–
surfactant aggregates. In this respect, the observation that HO
is capable of both reporting the interaction of the surfactant
with the DNA strand, as well as the local pH in the vicinity of
the probe is remarkable and of importance for possible appli-
cations in the area of pH-stimulated DNA vectorization proc-
esses for gene delivery. In this work, conclusions derived from
the faster and more convenient steady-state fluorescence
measurements of HO–DNA complexes in the presence of pH-
sensitive amine oxide surfactants were confirmed by in-depth
investigation with circular dichroism and fluorescence depolari-
zation experiments. Preliminary results suggest that changes in
the hydrophobic moiety of the amine oxide surfactants can
drastically modify the concentration of surfactant needed for
the interaction. This is a further sign that the hydrophobic
interactions have an important role in the DNA–surfactant in-
teractions. Further investigations on the use of HO as a pH-
dependent probe for high-throughput screening of DNA–sur-
factant interactions are in progress.


Table 2. Polarization values for the DNA-bound probes EB and HO in the
absence and presence of surfactants.[a]


EB (601 nm) HO (460 nm)


Solution 0.001[b]


DNA 0.110 0.23
CTABr (20 mm) 0.000[b]


DNA + CTABr (20 mm) 0.223[b]


DNA + DDAO (1.2 mm) 0.306 0.325
DNA + pDoAO (76 mm) 0.277 0.358


[a] CT-DNA, 2 � 10�5
m. [b] Data reported from ref. [26] .


ChemBioChem 2005, 6, 197 – 203 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 201


pH-Sensitive Probe for Amine Oxide–DNA Interactions



www.chembiochem.org





Experimental Section


Materials : The sodium salt of highly polymerized calf thymus DNA
(CT-DNA, �10 000 base pairs) was purchased from SIGMA (USA)
and used without further purification. Ethidium bromide was pur-
chased from SIGMA (USA). Hoechst 33258 was obtained from Mo-
lecular Probes (Eugene, OR). CTAB was purchased from Aldrich and
purified by crystallization from ethanol/diethyl ether (1:1).


Synthesis and purification of DDAO : In a 1 L round-bottom flask
dodecyldimethylamine (43.1 g, 0.1 mol) was added to ethanol, and
the mixture was heated to reflux. Hydrogen peroxide (33 wt. %,
16.5 g, 0.50 mol) was added over 1 h to the refluxing mixture, then
the reaction was allowed to proceed for 9 h. Excess peroxide was
removed by carefully adding solid MnO2 to the hot mixture until
no more oxygen evolvement was observed. The reaction mixture
was then brought to room temperature, filtered through a paper
filter (washing more than once with anhydrous EtOH) and evapo-
rated to obtain a white solid. The solid was crystallized from ace-
tone/Et20 (30:70, v/v) and dried in vacuo over P2O5. As no minima
were observed in the surface tension versus log [DDAO] plot, the
surfactant was considered pure. Yield = 90 %; c.m.c. = 7.0 � 10�4


m


(surface tension); 1H NMR (200 MHz, CDCl3) d= 0.88 (t, 3 H; CH3),
1.31 (m, 18 H; CH2), 1.87 (m, 2 H; CH2), 3.18 (s, 6 H; CH3), 3.24 ppm
(m, 2 H; CH2).


Synthesis and purification of pDoAO


Preparation of p-dodecyloxybenzyldimethylamine : p-Dodecyloxyben-
zylbromide (18.5 g, 0.052 mol), prepared as already reported,[27]


was dissolved in a 500 mL flask in absolute EtOH (30 mL) and dry
ethyl ether (30 mL), then NHMe2 (33 % w/w in EtOH, 42 mL,
0.234 mol) was slowly added under magnetic stirring at room tem-
perature, and the reaction was left to run for 4 h. The reaction mix-
ture was worked up by adding NaOH (10 % w/w in water, 100 mL)
and extracted with ethyl ether. The organic phase was washed
with water until neutrality and evaporated; the yellow oil was sep-
arated from a fine white solid impurity by filtration on a short neu-
tral alumina column by elution with petroleum ether. Yield: 90 %.
1H NMR (200 MHz, CD3OD) d= 0.88 (t, 3 H; CH3), 1.34 (m, 18 H; CH2)
1.76 (m, 2 H; CH2) 2.37 (s, 6 H; CH3) 3.47 (s, 2 H; CH2) 3.94 (t, 2 H;
CH2), 6.87 (d, 2 H; Ar), 7.28 ppm (d, 2 H; Ar).


Preparation of p-dodecyloxybenzyldimethylamine oxide : p-Dodecyl-
oxybenzyldimethylamine (6.7 g, 0.021 mol) was dissolved in anhy-
drous EtOH (15 mL) in a 100 mL flask, and H2O2 (33 % w/w in H2O,
3.4 mL, 0.033 mol) was added over about 1 h to the refluxing mix-
ture, then the reaction was left to run for 14 h. The excess MnO2


was removed as for DDAO, and the reaction mixture was filtered
through a paper filter (washing several times with anhydrous
EtOH) and evaporated. The yellow oil obtained was treated 3–4 �
with ethyl ether and evaporated until a white solid was obtained.
The solid was dispersed in ethyl ether, sonicated, cooled to 0 8C,
filtered, rinsed with cold ethyl ether and dried over P2O5 in vacuo.
As no minima were observed in the surface tension versus
log [pDoAO] plot, the surfactant was considered pure. Yield: 98 %;
c.m.c. = 1.5 � 10�5


m in water; 1H NMR (200 MHz, CD3OD) d= 0.78 (t,
3 H; CH3), 1.24 (m, 18 H; CH2), 1.64 (m, 2 H; CH2), 2.95 (s, 6 H; CH3),
3.87 (t, 2 H; CH2), 4.23 (s, 2 H; CH2), 6.84 (d, 2 H; Ar), 7.33 ppm (d,
2 H; Ar).


Methods


Determination of DNA concentration : The DNA concentration in so-
lution was determined by spectrophotometric measurements, by
using a Hitachi U-3300 spectrophotometer. The wavelength of ref-
erence is 260 nm. A molar extinction coefficient of 13 000 m


�1 cm�1


was used to obtain a DNA concentration expressed in molar base
pairs.


Fluorescence measurements : A Hitachi F-4500 fluorimeter was used
for the titration experiments. Samples were prepared at a DNA
concentration of 2 � 10�5


m (bp) in Tris-HCl buffer (2 mL). The pH of
the solution was adjusted by using a HCl stock solution. Hoechst
33258 was added to the solution to have [DNA]/[Hoechst] = 10,
whereas for measurement performed by using ethidium bromide a
[DNA]/[EB] ratio of 4.6 was used. The experiments were carried out
by recording the fluorescence emission spectra of the probe–DNA
complex in the absence of surfactants and after each one of subse-
quent additions of 10 mL of stock solutions of surfactant (1.56 �
10�3


m for CTAB, 0.02 m for DDAO and 1.33 � 10�3
m for pDoAO)


into the probe–DNA solution. Excitation wavelength: 360 nm (HO)
or 520 nm (EB).


For the fluorescence depolarization experiments, a SPEX FLUORO-
LOG 2.1.2 instrument fitted with polarizers was used.
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